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We present a first-principles scheme for calculating the dynamic structure factor for conventional semicon-
ductors and insulators. The dynamic structure factor relates closely to the inelastic x-ray scattering double-
differential cross section for valence electrons, an application that we consider, but it is also probed using other
techniques, such as electron energy-loss spectroscopy. In the present scheme the electron-hole interaction is
taken into account. Theoretical results are compared with nonresonant inelastic x-ray scattering results for LiF,
diamond, and wurtzite GaN. We show the importance of including the electron-hole interaction. Some other
properties of an electron-hole pair in these materials are also studied.

[. INTRODUCTION scription of inelastic x-ray scattering and the dynamic
structure factor. Next we review the properties of the Hamil-
Inelastic x-ray scattering can be used to probe the dytonian and some details of the numerical method. The study
namical properties of materials such as the electron excitaef the dynamic structure factor and inelastic x-ray scattering
tions that are considered in this paper. In order to interpretross sections for LiF, diamond, and wurtzite GaN follows.
the inelastic x-ray scattering results, it is important to modelLastly we draw some conclusions.
the scattering event as accurately as possible. The constitu-
ents of such a model in the case of crystalline materials are II. INELASTIC X-RAY SCATTERING
the information on its ground state prior to the scattering ] . ] ] .
event and information about the excited states of the system The double differential cross section of inelastic x-ray
after the x-ray photon has interacted with it. The ground-Scattering(IXS) can be written as
state properties of materials such as the electron density and ,
band structure are relatively well known and can be quite
well predicted from first-principles calculations. The results dQdw

=(do/d0)m 2% [(F| 2 e1]1)28(E ~ By~ )

from mean-field theories, like the local-density approxima- (1)
tion (LDA),! for the electron density and other structural
properties have been found to be more than adequate. To get =(da/dQ)1pS(q, w), 2

2ﬁgﬁr2tsetﬁlglﬁ?£f;_b§§, degzrgpl)?zxirpnc;rt?or?ligr?rgéeutsheed?n%ereq and o are the momentum and energy transfer from

When an inelastic x-ray scattering event occurs, a the photon to the__electr_ons of the system. THE) :_:md E

; ; Er) denote initial (final) states and energies. We

electron-hole pair can be created. How the electron and hoq%ave used the Thompson cross sectiomlo/@Q)
in such an excited state interact with each other and the sur-" "> 2 bSO : 7 h
rounding electrons is probed by a scattering experimen:r0|‘€1'62_| w2/ wy, Wherer is the classical electron radius.
There have been several experiméhighlighting this prop- he pola_nzatlon of the initia(final) photor) ise; (e2), and
erty of inelastic scattering. Also several first-principles “1 (e2,) is the photon energy. By changing the momentum
schemes have been previously suggested for calculating th”é]d energy trarjsfer one can determ_me the kinds of excita-
dynamic structure factrThe excited electron interacts with tONS Produced in the sample. For solids, the low-momentum
the hole, the polarization cloud produced by the hole, and it§nd engrgy—tre_msfer region of the dynamic §trupture factor
own polarization cloud. All these interactions are accountecP(d:@) iS dominated by valence electron excitations.
for in this paper. However, we restrict our study to zero In D_(S’ th_e _ph(_)ton can be seen as an external pertu_rbln_g
temperature, and the crystal is considered to be static. Esseﬂgten_t'al‘ W't_hm linear-response theory, t_he macroscopic di-
tially, the method used here is an extension of the one useg€ctric function of the system can be written as
for calculating ordinary optical absorption spectrilean- 4 1
while, we note that the theoretical methods used here can R LINE ~t
also be applied to other techniques in addition to inelastic em(q.w)=1 > <0|pqw_|:|eﬁ+inpq|0>. @
x-ray scattering, such as electron energy-loss spectroscopy. o _ ] )

The rest of the paper is structured as follows. In the fol-The macroscopic dielectric functiosy , involves the re-
lowing section, we describe how to use an effective Hamil-sponse of the system to the total macroscopic fielig; is
tonian to introduce electron-hole interactions into the de-an effective Hamiltonian|0) is the electronic ground state,
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and p] is the density-fluctuation operator. The effective becausey, involves the response to the totak opposed to
Hamiltonian is determined from the Bethe-Salpeter equatioxteérnal macroscopic field. The electron-hole interaction
and level of approximation used. From the macroscopic dicontains a direct part\{y), with

electric function one obtains the dynamic structure factor via

the fluctuation dissipation theorem using q(vckI\A/dlv’C'k’)q=§R: j dxdyeiK k- (- y+R)

2

S(q,w)= Im[1/ev(Q,@)]. XUS 1 g(0 U, k(Y)W(X+R,Y)

47°n
*
Heren is the average electron density in the solid. XU g Uy 1 o (Y), ©

and an exchange interactiol/,(), with
I1l. METHOD DETAILS

In principle, calculatings), would require solution of the <vck|\7x|v’c’k’) :z f dxdye 19" - V+R)

equations-of-motiofEOM) for the electron-hole pair opera- a TR

tor, with a typical equation being KU* L L (0U, (OV(XHR.Y)
c,k+q v,k ’

N Atn 3 ~tn
(®|[H,ala,]|0)=E(d|ala,|0). 4 XUt jor+ (YU, 0 (Y). (6)
I:Iﬁre_H Is the exact Hamiltonian of the many-body system, |, hese equations andy are vectors reduced to their re-
aca, is an electron-hole pair creation operator, @i is an  spective unit cells of the crystal, arRi connects these two
exact excited state with energy For computational reasons, unit cells. The functiorV in the exchange interaction is bare
one is forced to limit the types of excitations that are allowedCoulomb interaction. The functiow in the exchange term is
in [®). We choose to expanid) in terms of singly excited the statically screened Coulomb interaction, so our effective
states, and in the ground state only the valence bands apgmiltonian is Hermitian.
occupied. This means that we are using the Tamm-Dancoff
approximation(TDA).” Using these approximations we can
extract an effective HamiltoniaH ¢ ¢; from the EOM. For the R
rest of this section we briefly review the computational de- Inversion of the matrix ¢ —He¢+ i 7) is computationally
tails of the scheme. A more detailed review can be found irthe most challenging part of the calculationegf . The size

C. Haydock recursion solution

Refs. 6 and 8. of the matrix is determined by the number of two-particle
states used in the calculations. In solid-state applications this
A. Electron-hole pair wave function number is large, and iterative methods are best suited for this

. . . problem. We use the Haydock recursion methbdhere, a
Within the TDA an electron-hole pair wave function €an Hermitian Hamiltonian is reduced to tridiagonal form by
be expanded in terms of single-particle wave functions: starting from a normalized vectdw,):

Wo(fe. )= 2 Coadl(M)YocralTe)= X, Cuadvek)g. Hlvo)=2olvo) +bfoa), @
v U

Herer, andr, are the electron and hole coordinates, respec- HJv1)=balvo) +a1|va) +balv2), (8)
tively. The hole is taken to be in a state with band index _b b
and crystal momenturk. The ¢ is the electron state band H[v2)=b5|v1) +alva) +bslvg), ete. ©)

index, and the electron has crystal momentuing. Because  The real coefficient$a;} and{b;} can be chosen so that the

we work at the TDA level, the electron states are unoccupiegesylting set of vectoré|v;)} are orthonormal. By choosing

in the _ground state and the hole states are occupied. In Prag.. initial vector ago O>OCE)T|O>1 we can calculate,, in con-
tice this means that we allow only one electron-hole pair totinued fraction form(N forqnormalizatioh
exist at any given time. The single-particle wave functions

di(r) =uj(r)expik-r) were taken from LDA pseudopo-

tentiaP calculations. The periodic pau of the Bloch func- eu(d.@)
tion was calculated using the optimized basis set of Ref. 10. 47N 1
=1- (vol—= lvo) (10
2 _ .
B. Effective Hamiltonian q o= Herrti7
The effective Hamiltonian to be used here can be written 47N 1
as =1- Im - > -
q? wtin—ay—bi/(w+tin—a;—...)

(12)

We have found the Haydock recursion method to be a com-
putationally efficient way of calculating,,. There is no
There is a single-particle pafi.+Hy, and electron-hole need to repeat the recursion for each value of energdnly
interaction termH,_,,. The term (4T/q2)pgpq is subtracted four state vectors at each iteration step are needed, so the

41TATA
Hett=Het+Hp+He n— ?Pqpq-
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memory requirements of this method are extremely small.
The only requirements are that the Hamiltonian is Hermitian
and that one can operate on a state vector.

D. Operating with the Hamiltonian

The single-particle part of the Hamiltonian is diagonal in
the |vck), basis, so operating with it on a particle-hole state
simply multiplies it by the difference between the band en-
ergies of the hole and electron states:

Intensity [arb. units]

(He+Hh>UECk cwk|vck>q:§k Coek( €k q— € vCk)yg.

The band energiesg)’. , and ;) are corrected to agree

with the calculated5W band energies when necessary. One Energy loss [eV]
might question the combined use of LDA single-particle . o
Wa%/e fgnctions an@GW quasiparticle energies Ingthepcases FIG. 1. Theoretical IXS spectrum for LiF within different ap-
) . ) imations. Th fer is 1.12%~0.7XX
studied here, however, LDA wave functions have been foun(lj)rox'mltlons € momentum transfer is A=0.72'X)

to be close to the ones obtained fr&®W calculations. along the Cartesiaii100 direction. The result neglectingzd is
. introduces “local-field” effects intos. because of given by the dotted line, and the dashed line is the result whea
X - M

. . . L ! lected. The full calculation is gi by th lid line.
induced microscopic electric fields at the unit-cell scale. suped'ece € Tull calcuiation s given by the Solld Tine

tracting the term (4/9%)p{p, exactly cancels an identical applying an inverse FFT and then the inverse of the
term inV, and we denote thifV,— (47/%)plp,] interac-  {[vck)qt={[x,y,k)q} transformation. More details about
tion by V, . We operate on a state vector with in recipro- ~ Now these transformations can be implemented are found in
Ref. 6. TheW(x+ R,y) is the screened Coulomb interaction

cal space, \ ) ‘
calculated using the Levine-Louie-Hybert&emodel for the
_ 4 solid-state screening. In this model, the solid-state screening
V2, Coalvek)q=2 > | 2 ————pg(v'c’k’) is calculated using the LDA charge density and the macro-
vek vek (670 Qlq+G| scopic dielectric constant, . The screening is static, and in

principle it should be dynamical with structure around the
lv'c'k")g, (12) plasma frequency. For many solids, static screening has been

X 2, Coekpa(vek
% ckP6(v k) found to be adequate.

whereG is a reciprocal-lattice vector, and we have
IV. RESULTS AND DISCUSSION

PG(UCk):g Ugk+q(G")Uy (G’ = G). Because traditional approaches to IXS neglect the direct
part of the electron-hole interaction, or it is approximated by
The termG=0 is included in\A/X but not inT/X_ introducing “local-field factor” G(q),* we now note the

The efficient computation of the direct part of the effects of the electron-hole interaction for insulating and
electron-hole interaction part of the Hamiltonian requiressemiconducting materials. The direct part of the interaction
transformation between different types of representations of generally equal or larger in magnitude than the exchange

the electron-hole pair wave function: partV,.. The importance of this interaction in the IXS spec-
tra can be seen in Fig. 1. In the figure, we show a LiF spec-
ST FFT trum for momentum transfer 0.7X with and without in-

lvek)gh=ilxy kgt < {xy.R)qh, cluding V, and V4. By comparing the full calculation and
becausé/d is most easily handled in the real space, where ithe calculation neglecting the exchange interactign we

is diagonal see that in comparison 1, the exchange interaction modi-
- fies the spectrum only slightly, which is the typical situation
Valx,y,R)q= —W(Xx+R,y)[X,y,R)q. for insulators. Neglecting the direct part of the interaction

Here two types of transformations are indicated by text ovePrOdUC_eS much larger changes in the spectrum. Th'e features
the arrows. The transformation from single-particle basig® shifted by as much as 5 eV to higher energies when
luck)q to a mixed representatiofx,y,k), is a similarity ~ neglectingvq. Also, the shapes and relative intensities of the
transformation. To transform from the mixed representatiorfeatures are strongly modified. The sharp exciton peak
to a fully real-space representatigr,y,R),, we use fast around 14 eV is absent in calculations without the direct part
Fourier transform technique&FT). Herex andy are hole of the electron-hole interaction. The relative importance of
and electron coordinates within unit cells, drds the lattice these interactions depends on the material, and it is important
vector that connects these two Ceﬂg_andk are FFT con- that both of these interactions are taken into account in this
jugated variables. After operating on a state, returning to theaper. In particular, the term #q2) p!p, is in effect rein-
single-particle wave-function representation is done by firstroduced when computing§(q,») and this term leads to the
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plasmon peak structure that characteriz86q,w) or 707
Im[ 1/e (g, )] for many solids. This means that this part of .

V, is present also in the calculation Withdfljg andV,. We
also note that Fleszaet al® found the direct part of the
interaction to be more important also for aluminum, although

they usedG(q) to approximate the effect of 4.

We would like to address the numerical accuracy of the
results for the cases that we present. The convergence of
results with respect t&-point sampling and the number of
Haydock iterations was analyzed. The estimated relative
standard uncertainty is about 2% because of kigoint
sampling and Haydock recursion iterations specified for each
case. This uncertainty is mostly due to the finite numbé¢ of
points. The error due to having a finite number of Haydock
recursion steps was estimated to be less than 0.1%.

For the results presented, the dynamic structure factor is
shown up to frequencies larger than the “plasmon peak”
only in LiF. For other systems, we desired to emphasize the FIG. 2. IXS spectra of LiF as a function of momentum transfer
near-edge portions of the spectra, which are closely related tongI'X. The solid lines are the spectra calculated including the
interband transitions and associated transition matrix eleelectron-hole interaction, and broken lines without the interaction.
ments. In particular, we would contrast the qualitative differ-Experimental data are given by the circles, and the experimental
ences between spectra for diamond and GaN, which hawtandard uncertainty is smaller than the symbol size. The spectra for
Wannier-like excitons and give near-edge features that ar@=0.23'X and 0.36'X are multiplied by 3 because of their lower
reasonably well described even within a noninteractingntensity.

framework, and the spectra for LiF, which has Frenkel eXCi'energy-Ioss spectrum around 14 eV is present in the interact-

tons and gives near-edge features that are dominated by §fy cajculation but not in the calculation without the

exciton peak. In addition, it would be desirable to extend Uslectron-hole interactioW,+ V4. The calculated dispersion
treatment so that it could include negative-frequency or

“backwards going” electron-hole pair states from the begin-Of the exciton peak follows the experimental values quite

) 4 . ccurately. Figure 3 shows the exciton dispersion predicted
ning of a calculation. At present, their effects are addresse . ? lculati d Its f hree diff
by using the relation, y our interacting calculation and results from three different

experiments. We tried to model this dispersion by a para-
bolic function:

-Im(e~"(q,®))
w» & Al )
[—] & [—] [—]

g
=

=
=

15 20 25 30 35
Energy loss [eV]

0.0 ==
10

Imeyn(g,~w)=-IMey(q,w) (13
14.6 T T T T T
but only after computing Imy(q,0) for >0, and &
Kramers-Kronig analysis to obtain Rg(qg,»). Because of 14.4 -
this, we would suggest that the “collective-excitation” por-
tions of our spectra may be on a somewhat less solid footing 142 b A
than the near-edge portions, and we defer further analysis of X
the former to future work. _ 1t J
d op @
A. LiF 8 138 o A .
Y
We first discuss LiF, which has a rocksalt structure and E 2 _
the lattice constant was taken to be 4.02 A. The wave func- g 136 - OA ,,,»E*
tions were calculated on a ¥215X 15 mesh in the first Bril- i} AZ@
lioun zone.(The results were essentially the same as those 134 |- E ]
for more symmetric 12 12X 12 mesh. Our finer mesh en- =g
sured numerical convergengelhe band gap of the band 13.2 =d ]
structure was modified from the LDA value 8.82 eV to the
GW value of 14.30 eV. The valence bands were stretched by B- A T
16% to get theGW bandwidths. The dielectric constant for Bz
LiF is ..=1.92. The broadening parametgrwas taken to 12.8 —

0 02 04 06 08 1 12

be 0.35 eV to mimic the experimental energy resolution of Momentum Transfer [1/A]

0.7 eV. The number of iterations for the Haydock recursion

Was'300- ] FIG. 3. The dispersion of the exciton peak position as a function

Figure 2 compares the experimental restftSand the  of momentum transfer along the Cartesiér00) direction. The
calculated dynamic structure factor for several lengths of thénree experimental results are given by diamo(Risf. 14, by tri-
momentum transfer vectaralong the Cartesia(l00) direc-  angles(Ref. 16, and by the crosses that indicate our interpretation
tion. Throughout this paper standard uncertainties are indief Fig. 3 in Ref. 17. The theoretical result is given by the squares,
cated for experimental results. The exciton peak in theand the line is only shown to guide the eye.
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0.050

from theI” point to the second Brillouin zone (1.BX) but
not when it is in the first Brillouin zone (0.64X). We note

0.040 ing that there is a difference between the actual momentum of

the minimal band gap (0.T% or 1.29°X) and the momen-
. ! tum values considered in this work (0I64 or 1.39°X). We
’530.030' have considered the latter values, because these momenta
_IE’: were selected in measurements. However, the effects of us-
) [ ing slightly different momenta are quite minor in this case.
»-(?0,020 The momenta chosen are near the actual conduction-band

minimum (CBM), the conduction bands are quite flat near
the CBM, and the “selection rule’{discussed belowthat
renders the gap unobserved in the first Brillouin zone applies
equally well along an extended portion of theline. The
- Brillouin-zone *“selection rule” can be explained using sym-
0'0002 3 4 5 6 7 8 metry arguments. The principles of these arguments can be
Energy loss [eV] correctly applied even in a single-particle picture, in which
they involve the symmetries of the Bloch states in question.
FIG. 4. Calculated and experimental IXS spectra for diamondThe valence-band maximurfVBM) is at thel’, and the
The data are given near the band gap as a function of momentumpM is at approximately 0.75X. The valence-band state

transfer along thd'X direction. The experiment is given by the near[™ written as a linear combination of atomic orbitals is
open circles, the IXS spectra including the electron-hole interaction

by the solid line, and the theory neglecting electron-hole interaction |¢ (VBM )>~|2p ) — |2p 75).
by the dashed line. n ar ar

0.010 |

The indexe indicates a Cartesian coordinate, d@d, 7) and
West= wo+ q%/2M. |2p,,7) are atomic states on one of the two siteén the

. . . _ unit cell. Near the CBM, the Bloch states have the form
Here wqg; is the estimated energy of the excitomg is a

constant energy shift because of the band gap and the exciton -

binding energy, and is the effective mass of the exciton. |¥nk'(CBM)~2> e TA(Kk")|2s,7)+B(k’)[2p,,7)],
There is an approximately 0.6 eV discrepancy in the position !

wo between theory and experiment. We calculated the theayhere is the Cartesian direction of th line parallel tog.
retical exciton energy for several momentum transfers fromanalogous orbitals on equivalent sites are combined with
0.05A™* up to over 1.0A%. The effective mass we ob- opposite signs at VBM and indicated phases at the CBM.
tained this way changes depending on the momentum trangombining these equations we can calculate the transition
fer points we take into account, which indicates nonparabomatrix element

licity. For the momentum transfers given in Fig. 2 this value

is as much as eight times the mass of the electrog) for <1//nk,(CBM)|eiq'F|1//nk(VBI\/I))

both the experiment and the theory. For momentum transfers .

under 0.4A! we obtain the valueM =3.9m, which is ~ (/@K 7 gia=K) 72y  A(Kk')(25]€'9"|2p,,)
closer to the value of 33, given in Ref. 16. This would .

suggest that the LiF exciton does not follow simple parabolic +B(K'){(2p.|€'"2p,)], (14)
dispersion. The other features of the spectrum are quite well .

reproduced by the calculations. wherer is the position operator and we have neglected the

matrix elements between different sites. Wkit+ 0 andq in
the first Brillouin zone, for which we havg=k’'~0.75X,
the first factor of the matrix element is zero. However, vgth
The single—particle wave functions and the LDA band €N-in the second Brillouin zone we ha‘qp: k' + G, whereG is
ergies for diamond were calculated using the experimentahe reciprocal-lattice vector at@ and we have constructive

lattice constant of 3.57 A. The indirect band gap of diamondnterference between the matrix elements at different atomic
was changed from the LDA value of 3.90 eV to the 5.5 eVsijtes. In this way the CBM states lat~ — 0.75X are probed.

obtained fromGW calculation. The LDA valence bands were Fyrther comparison of results is given in Ref. 15.

stretched 7%. The value ef, is 5.5 for diamond. A mesh of In many_body calculations such as the ones we have done,
16X 16X 16 k points in the first Brillioun was used for cal- the analysis of the results is much more difficult than in the
culating the single-particle wave functions and 300 Haydock:ase of one-particle calculations. It is possible however to do
recursion iterations were used. a spectral decomposition to the system, as was explained in

The results for diamond can be seen in Fig. 4. Again, theRef. 6. The idea is to find the solutiofb (g, )) to the
result is given for several values qfalong the(100 Carte-  equation

sian direction. The agreement between experiffénand

theory is poorer in this case than for LiF. The value of the (w—Hggsti 77)|<I>(q,w))=2«/7-r77p$|0> (15)
indirect band gaparound 5.5 eVYis approximately the same

both in experiment and theory. The indirect band gap is apfor a given momentum and energy transfer. Then the imagi-
proximately measured when the momentum transfer extendsary part of dielectric functior,, can be obtained by

B. Diamond
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Hole Momentum Density [arb. units]

-0.8-0.6-0.4-02 0 0.2 0.4 0.6 0.8
Momentum [1/;&].

FIG. 5. The hole momentum density in diamond averaged over
the k,k, plane. The magnitude of the momentum transfer is
1.13A"}(~0.69°X), and its direction is the Cartesi&h00) direc-
tion. The figure shows the momentum density for three different
values of energy transfes. The dotted line is for =)6 eV, the
dashed line is for 7 eV, and the solid line is for 8 eV.

Intensity [arb. units]

lmsM<q,w>=1/q2v20k l(vek|®(q,0)[2 (1)

Because structure i8(q,w) comes mainly from Ing,, this
gives us an opportunity to study more closely what bands
and portions of the first Brillouin zone contribute to an IXS

spectrum. To do this, one may plot the projection of 4 6 8 1012 14

|®(qg,w)) onto |vck), states as a function of energy and Energy loss [eV]

some momentumk{) component while averaging over other

momentum components and single-particle states)( FIG. 7. Theoretical and experimental IXS spectra of wurtzite

Figures 5 and 6 show one way to depict this result. TheéGaN for several different momentum transfers. An experimental
figures show, for selected energy transfers, the hole momegpectrum(Ref. 18 is presented with open circles and the error bars
tum distribution averaged over possible electron-hole stateigdicate the experimental uncertainty. Theory including the
and two Cartesian components of the hole momentum. Not@lectron-hole interaction is given by the solid line. The direction
that in Figs. 5 and 6 the average is taken overytaglane and magnitude of the momentum transfer is indicated.
that is perpendicular to the scattering vector. The analogous
result for the average over the plane shows that for both over all the hole momentum components for given electron-
momentum transfer values and all the values of energy traniole pair statesq,v) we can conclude that fap=8 eV and
fer, the hole momentum is centered arouge-0. By sym-  q=0.69'X the scattering strongly involves excitations from
metry this implies, as expected, that the hole momentum ighe highest valence-band state with crystal momentum
primarily near thex axis A line (I'-X). The position and ~0.22Z"X to the second lowest conduction band with crystal
shape of the main peak of the distribution depends both omomentum ~0.87°'X. For the momentum transfeq
the momentum and the energy transfer. By averaging instead 1.39°X, the loss function has significant weight at

~6 eV, and the dominant excitation is from valence-band
T T T T T T states neal’ to the lowest conduction band state around
1.39°X. This shows that the spectral features around 5.5 eV
are simply measuring transitions across the indirect band gap
of diamond and that these features are not qualitatively
changed by the electron-hole interaction.

C. Wurtzite GaN

Wourtzite GaN was studied with lattice constants taken to
bea=3.189 A andc=5.185A. The internal parameter was
L set tou=0.377. The band gap was taken as G\ 3.5 eV
058.06.04.02 0 0204 06 03 (the LDA result is 2.3 eV, and the valence bands were

Momentum [1/A] stretched by 8%. A grid of 616X 16 k points in the first
’ Brillouin was used for calculating single-particle wave func-

FIG. 6. Same as in Fig. 5, but for momentum transfertions. The value for the dielectric constant was 5.5 and

2.36 A"1(~1.39X). number of iterations in Haydock recursion was 300.

Hole Momentum Density [arb. units]
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In Fig. 7 theoretical spectra are compared withgood. The inclusion of the electron-hole interaction in the
experimentdf ones for several different values of momen- description of inelastic scattering was found to be essential.
tum. Agreement between theory and experiment is quitéfhe electron-hole interaction redistributes spectral weight
good. Two features for the case with momentum transfecompared to noninteracting calculations. Without the inter-
I'HI" are quite well reproduced both in relative intensity andaction, many of the features of the spectrum such as exciton
position. The other three spectra are also quite well repropeaks would not be present at all.
duced. In they=3I"A case, there is clear dip around 14 to 15
eV in the experimental data and this is also present in the ACKNOWLEDGMENTS
theory, although its strength is underestimated. There is a _ )
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