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ABSTRACT

When cloud properties are retrieved from satellite observations, current calculations apply one-dimensional
(1D) theory to the three-dimensional (3D) world: they consider only vertical processes and ignore horizontal
interactions. This paper proposes a novel approach that estimates 3D effects in cloud optical thickness retrievals.
The proposed method combines visible and thermal infrared images to see whether 3D radiative effects make
clouds appear asymmetric—that is, whether cloud surfaces tilted toward the sun are systematically brighter than
surfaces tilted away from it. The observed asymmetries are then used to estimate 3D effects for 1-km-size pixels
as well as 50-km-size areas. Initial results obtained for Moderate-Resolution Imaging Spectroradiometer (MODIS)
images reveal that 3D effects cause abundant uncertainties in the 1-km-resolution 1D retrievals. Averaging over
50 km by 50 km areas greatly reduces the errors but does not remove them completely. Conservative estimates
show that the mean optical thickness values are biased by more than 10% in 10% of the areas, and the errors
in the areas’ standard deviation values are more than 10% in about 20% of areas.

1. Introduction

Satellites offer excellent opportunities to measure
how much solar radiation clouds reflect and how much
infrared radiation they emit. This information is often
used to retrieve various cloud properties that influence
the measured radiation, for example, the clouds’ optical
thickness or water content. For practical reasons, current
retrieval techniques are based on one-dimensional (1D)
radiative transfer theory—so they do not consider the
radiative effects of horizontal cloud variability. Theo-
retical studies (e.g., Davies 1984; Kobayashi 1993;
Barker and Liu 1995), however, have long suggested
that three-dimensional (3D) radiative effects cause a
wide variety of problems in the retrievals that do not
consider them. Such studies (e.g., Marshak et al. 1995a;
Zuidema and Evans 1998; Várnai 2000) have shown
that—depending on the solar elevation, cloud structure,
and satellite resolution—1D retrievals can estimate
clouds to be too thin or thick, too smooth or rough,
artificially anisotropic, and asymmetric. The main dif-
ficulty in interpreting such theoretical results is in fig-
uring out which of the simulated cloud structures are
typical in the real atmosphere, and so which of the cal-
culated 3D effects are important in practice. Observa-
tional studies helped clarify this issue to some degree.
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They showed that 3D effects can make clouds appear
too smooth or rough in high-resolution satellite images
(e.g., Marshak et al. 1995a; Davis et al. 1997; Oreo-
poulos et al. 2000) and too thick in images of any res-
olution when the sun is very oblique (Loeb and Davies
1996; Loeb and Coakley 1998). Still, it is not yet clear
how important 3D effects are in general, that is, how
often they are strong enough to cause significant prob-
lems. The main difficulty lies in the lack of methods
that could detect the presence of 3D effects in individual
satellite images (except for detecting the small-scale ra-
diative smoothing mentioned above).

Recently, Várnai and Marshak (2001) used theoretical
simulations to examine the statistical behavior of 3D
effects. For stratocumulus clouds they set statistical er-
ror bounds that estimate the uncertainties in cloud op-
tical depth retrievals caused by 3D radiative effects. The
present paper goes further: it presents a new technique
that estimates the influence of 3D effects in satellite
images by combining visible and infrared measure-
ments. The proposed technique is then used to estimate
the frequency of 3D effects in a set of images taken by
the Moderate-Resolution Imaging Spectroradiometer
(MODIS) instrument. This instrument (launched on the
Terra satellite in December 1999) takes measurements
at 36 wavelengths between 0.4 and 14 mm, with a spatial
resolution of either 250 m, 500 m, or 1 km, depending
on the wavelength. Because estimates of 3D effects re-
flect the accuracy of 1D retrievals (which do not con-
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TABLE 1. Dates and measurement times that identify the data
granules used in this study.

Set 1
(Q0 ø 308)

Set 2
(Q0 ø 658)

2325 UTC 1 Nov 2000
2340 UTC 4 Nov 2000
1420 UTC 7 Nov 2000
2045 UTC 11 Nov 2000
2255 UTC 14 Nov 2000
1830 UTC 17 Nov 2000
0300 UTC 23 Nov 2000
1930 UTC 23 Nov 2000
1450 UTC 26 Nov 2000
0225 UTC 29 Nov 2000

1305 UTC 1 Nov 2000
1335 UTC 4 Nov 2000
0055 UTC 7 Nov 2000
2200 UTC 11 Nov 2000
2230 UTC 14 Nov 2000
1445 UTC 17 Nov 2000
2015 UTC 20 Nov 2000
0235 UTC 23 Nov 2000
1300 UTC 26 Nov 2000
0200 UTC 29 Nov 2000

sider these effects), the results can be used to set error
bounds on the operational MODIS cloud optical thick-
ness product (Nakajima and King 1990; King et al.
1997).

The outline of this paper is as follows. Section 2
describes the MODIS data we used. Section 3 then de-
scribes a simple and robust technique to detect 3D ef-
fects over large areas, and section 4 gives some statistics
on the frequency of these effects in MODIS images.
Section 5 outlines a more refined technique that allows
us to remove systematic biases by estimating 3D effects
even for individual pixels, and section 6 discusses some
results obtained by this technique. Section 7 offers a
brief summary and some concluding remarks.

2. MODIS data used

This study uses radiance values measured by the
MODIS instrument on board the Terra satellite at 2 of
the 36 MODIS wavelengths, 0.86 and 11 mm. The 0.86-
mm radiances are converted to reflectances (R) using
the equation

pI
R 5 , (1)

cosQ F0 0

where I is the radiance, Q0 is the solar zenith angle,
and F0 is the solar constant. The 11-mm radiances were
transformed into equivalent brightness temperature (T)
values using the Planck formula (e.g., Thomas and
Stamnes 1999, p. 94).

Although other instruments [such as the Advanced
Very High-Resolution Radiometer (AVHRR)] also give
measurements at similar wavelengths, MODIS offers
unique opportunities to detect 3D effects because of its
excellent radiometric performance. Especially important
is the sensitivity at 11 mm, where temperature differ-
ences as small as 0.01 K are reported in the images,
and the noise equivalent temperature difference is about
0.05 K (NASA 2000). This high sensitivity allows us
to detect very small temperature changes that, as de-
scribed in the next section, are crucial for the proposed
technique.

In addition to actual measurements, this study also
uses the MODIS operational cloud products, particularly
the 1-km-resolution cloud optical thickness values and
the geolocation parameters.

MODIS data are distributed in 2030-km-long seg-
ments called granules. We used two sets of 10 granules
that we selected randomly from November 2000. The
dates and measurement times of the granules are listed
in Table 1. The only criteria in the selection of granules
were that the central portion of the granule should cover
mostly oceanic areas and that the solar zenith angle at
the center of the granule should be 258–358 and 608–
708 in the two sets, respectively. The granules with low
solar zenith angles are around the 158N and 408S lati-
tudes, whereas the granules with high solar zenith angles
are around 458N latitude. For the sake of simplicity, we

will refer to the two groups of granules with different
solar zenith angles as Q0 5 308 and 658, even though
the solar zenith angles in the used portions of the gran-
ules can vary by almost 6108.

Although MODIS takes measurements in an approx-
imately 2000-km-wide swath, this study uses only the
central 450-km-wide portions of the swaths, where the
viewing zenith angle is less than about 208. This re-
striction eliminates potential difficulties that could arise
for oblique views near the swath edges, such as areas
being viewed twice or pixel sizes increasing.

3. A technique to detect 3D radiative effects over
large areas

This section describes a simple method to determine
whether clouds in a (50 km)2 area are influenced by 3D
effects. We chose the (50 km)2 size somewhat arbitrari-
ly, with the goal that the areas contain many pixels for
statistical calculations but that they not contain clouds
from different cloud fields too often. The method’s basic
idea is to estimate, for each (1 km)2 pixel in the area,
whether 3D effects are likely to have increased or de-
creased the pixel’s brightness at 0.86 mm (relative to
1D theory). Then we calculate the mean brightnesses
of the pixels brightened and darkened by 3D effects. If
the two mean values are nearly equal, we say that 3D
effects do not make a difference. If, however, the av-
erage brightness is much larger for brightened pixels
than for darkened pixels, we conclude that 3D effects
are significant.

The proposed technique assumes that the question of
whether 3D effects enhance or reduce the brightness of
a pixel depends mainly on whether the pixel is on a
slope tilted toward or away from the sun. For simplicity,
we call these slopes illuminated and shadowy, respec-
tively, even though no actual shadows are required for
a pixel to be designated as shadowy.

Specifically, step 1 of the technique is to use the
available geolocation data to determine from which di-
rection the sun illuminates the area of a pixel, and thus,
which neighboring pixels are closest to the solar azimuth
in front of it and behind it (Fig. 1). The technique ex-
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FIG. 1. Illustration of which neighboring pixels are considered for
estimating 3D effects at the gray central pixel.

FIG. 2. An example of how pixels are designated as illuminated
(light shading) or shadowy (dark shading). Each pixel’s brightness
temperature is displayed in Kelvins. Note that a pixel’s designation
can change from (a) to (b), as the sun moves to a different azimuth.
The available information is not sufficient to make a designation for
the pixels that are left without shading.

amines all cloudy pixels, that is, all pixels for which
the operational MODIS data processing retrieved a non-
zero cloud optical depth.

Step 2 then determines whether the pixel is on a slope
tilted toward or away from the sun, that is, whether it
is on an illuminated or shadowy slope. The determi-
nation uses the local gradient of brightness temperatures
(g) calculated from the pixels in front and behind:

T 2 Tfront behindg 5 , (2)
d

where d is the distance separating the pixels in front
and behind (either 2 km or 2 km). Because tem-Ï2
perature tends to decrease with altitude, one can say that
a pixel is on an illuminated slope if g . 0 and is on a
shadowy slope if g , 0 (Fig. 2). This procedure des-
ignates pixels as illuminated or shadowy even if they
lie at a local minimum or maximum. Test results indi-
cated that excluding them would change the results only
to a very small degree.

Once all cloudy pixels in a (50 km)2 area are des-
ignated as either illuminated or shadowy, step 3 cal-
culates the mean 0.86-mm brightness of the illuminated
( i) and shadowy ( s) pixels. [The overbar indicatesR R
averaging over all relevant pixels inside a (50 km)2

area.] If the two mean values are close to each other,
this indicates that 3D effects do not make much of a
difference in the (50 km)2 area. If, however, i is muchR
larger than s, 3D effects are expected to be strong.R

In essence, this technique detects the asymmetry ef-
fect that was described by Várnai (2000) for some the-
oretical simulations of high-resolution satellite images.
The detected effect is also the cause for the roughening
discussed by Zuidema and Evans (1998) and Oreopou-
los et al. (2000).

This simple technique has three main limitations: (i)
it assumes that clouds are statistically symmetric, (ii) it
detects only one component of the overall 3D effects,
and (iii) it assumes that the cloud slope always deter-
mines whether a pixel is brightened or darkened by 3D
effects. Let us conclude this section by discussing these
limitations in detail.

The first limitation originates from the assumption
that the solar azimuth does not influence cloud devel-
opment, and so the illuminated and shadowy slopes have
statistically similar cloud properties. At this point there
is no evidence to contradict this assumption by sug-
gesting any systematic differences between the prop-
erties of illuminated and shadowy slopes. Naturally, ran-
dom processes (such as wind shear or the overlap of
two cloud layers) can make clouds asymmetric in any
particular (50 km)2 area, but these effects should even
out when a large number of areas are considered. As a
result, if we see that the illuminated portions of the (50
km)2 areas are systematically brighter than their shad-
owy portions, 3D effects should be held responsible for
the systematic difference.

The presented technique’s second limitation is that it
detects only one component of the overall 3D effects
(the asymmetry) and does not give direct information
on their other aspects such as radiative smoothing (e.g.,
Marshak et al. 1995b). This problem becomes especially
important when the sun is nearly overhead. In this case
the direction of a cloud slope cannot make much of a
difference, and so our technique cannot detect illumi-
nated–shadowy differences even if other 3D effects are
present. Recognizing this deficiency, the paper examines
only scenes with solar zenith angles greater than 208.

Third, the technique relies on the imperfect assump-
tion that slopes tilted toward the sun (termed ‘‘illumi-
nated slopes’’ in this paper) are always brightened by
3D effects, and that slopes tilted away from the sun
(termed ‘‘shadowy slopes’’) are always darkened. The
resulting random misclassification of some pixels into
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FIG. 3. Comparison of the illuminated and shadowy portions of examined areas. In this graph, each point represents a separate (50 km) 2

area. (a) Reflectance for Q0 5 308, (b) retrieved optical thickness for Q0 5 308, (c) reflectance for Q0 5 658, and (d) retrieved optical
thickness for Q0 5 658. In order to reduce statistical uncertainties, only areas with cloud fractions larger than 10% are examined.

the wrong category brings the two category’s mean
brightnesses closer together, leading to an underesti-
mation of 3D effects. Similarly, if the solar azimuth is
not exactly along rows, columns, or diagonal lines in
the satellite image, the method must use neighboring
pixels that lie not exactly in front or behind our pixel
(considering the exact solar direction), and this can also
result in some misclassifications, and hence, underes-
timations of 3D effects. Thus, the results of this simple
technique should be regarded as lower-bound estimates
of 3D effects.

4. Detection results

Figure 3 displays the direct comparison of mean val-
ues obtained for illuminated and shadowy slopes within
each of the 2742 examined (50 km)2 areas. Figure 3a
shows that for not-too-bright areas, the two kinds of
slopes tend to be similar, indicating the lack of system-
atic 3D effects. The scatter around the one-to-one line
is caused by random factors such as wind shear or the
overlap of two different cloud layers. For bright areas,
however, illuminated slopes are systematically brighter,
which indicates that 3D effects become more important
as the cloud brightness increases. This tendency is in
agreement with the observations of Loeb and Davies

(1996) and the theoretical results of Várnai and Marshak
(2001), who also found stronger 3D effects for brighter
clouds. Figure 3b shows the consequences for optical
thickness retrievals: in thick areas ( . 20), 3D effectst
cause significant retrieval errors that make illuminated
slopes appear thicker than shadowy slopes.

Perhaps the most striking parts are shown in Figs. 3c
and 3d. These panels show that 3D effects become much
stronger when the sun is more oblique (e.g., Loeb and
Davies 1996) and that they dominate over random asym-
metries even for thin clouds.

Let us now examine the frequency at which various
relative differences between illuminated and shadowy
slopes occur. The relative difference (Dr) is defined as
the ratio of the difference to the mean value, calculated
using the equation

(t 2 t )i sD 5 . (3)r

t 1 ti s1 22

As one might expect from Fig. 3b, the histogram of
asymmetries for Q0 5 308 is dominated by random scat-
ter, and so it does not give much information on 3D
effects (not shown). For Q0 5 658, however, the asym-
metries observed in Fig. 3d appear clearly in the cu-
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FIG. 4. Cumulative histogram (CH) of the relative difference (Dr)
values calculated for each (50 km)2 area for Q0 5 658. CH(Dr) is
defined as the probability that, for any randomly chosen area, the
relative difference lies between 2` and Dr.

mulative histogram (Fig. 4). The figure shows that ran-
dom asymmetries make shadowy slopes appear brighter
than illuminated slopes in about 8% of areas. Since these
random effects are unlikely to move the median value
significantly, the figure also indicates that in half of the
areas, 3D effects make illuminated slopes appear thicker
than shadowy slopes by more than 13%. And although
the random effects certainly contribute to the largest
relative difference values (thereby making the cumu-
lative histogram curve a bit more gradual than 3D ef-
fects alone would), the figure clearly shows that 3D
effects are important in a substantial portion of clouds.

5. Estimation of 3D effects for individual pixels

This section describes a technique that can estimate
3D effects not only for large, (50 km)2 areas, but also
for (1 km)2 pixels. While we do not expect the results
to be accurate for each individual pixel, the method
proposed in this section is affected less by the limitations
of the technique discussed in section 3, and it allows a
more detailed statistical analysis of 3D effects, such as
how they depend on various environmental and cloud
parameters. The high-resolution estimates could also be
used to adjust the results of 1D retrievals in future stud-
ies, with the goal of removing the artificial asymmetry
of clouds and improving upon the large-scale mean and
standard deviation of the retrieved t fields. After further
refinements and rigorous testing, the pixel-by-pixel es-
timates of 3D effects can serve as pixel-by-pixel un-
certainty estimates for the operational 1-km-resolution
cloud optical thickness product (considering only the
uncertainties due to 3D effects).

Because this section focuses on (1 km)2 pixels, all
quantities will refer to this resolution, unless otherwise
noted. Quantities with overbars indicate averages of (1
km)2 values over (50 km)2 areas.

To define the influence of 3D effects, let us consider
a (1 km)2 pixel in a heterogeneous cloud. As a starting
point, let us assume that we know the properties of the
pixel and its surroundings exactly, including the vari-
ability at subpixel scales. Then, ideally, we can use a
perfect 3D radiative transfer model to calculate the pix-
el’s observable reflection shaped by 3D radiative effects
(R3D). In addition, we can also perform a horizontal
averaging of cloud properties over the pixel’s area to
get its mean optical thickness (t1D) and then calculate
the corresponding 1D reflectance (R1D) using the 1D
radiative transfer function ( f 1D) that connects the optical
depth and reflectance values:

R 5 f (t ).1D 1D 1D (4)

The influence of 3D effects on a pixel’s 0.86-mm re-
flectance (DR) is then defined as

DR 5 R 2 R .3D 1D (5)

Because satellite retrievals are based on 1D theory,
they take the measured values of R3D and retrieve the
corresponding t3D value using the inverse function of
f 1D:

21t 5 f (R ).3D 1D 3D (6)

Note that here the pixel’s true (but in practice, unknown)
optical thickness is t1D, whereas t3D is the retrieved
value that may be biased due to 3D effects. Therefore
the influence of 3D effects on the retrieved t values
(Dt) can be defined as

Dt 5 t 2 t .3D 1D (7)

a. Estimating the influence of 3D effects on
reflectance DR

The influence of 3D effects is calculated by separating
the overall effect into two components that are odd and
even functions of the temperature gradient g:

DR 5 DR 1 DR ,o e (8)

such that

DR (g) 5 2DR (2g), and (9)o o

DR (g) 5 DR (2g). (10)e e

This separation is useful because the observations tell
us the magnitude of DRo directly, and then we can use
empirical relationships between the two components
[established in section 5a(2)] to get DRe. The reason
that observations can reveal DRo is that only this com-
ponent affects illuminated and shadowy slopes differ-
ently [according to Eq. (10), DRe affects them the same
way], and so the measured brightness differences be-
tween the two kinds of slopes can be attributed entirely
to DRo.

For the sake of simplicity, the proposed method will
be described using the local temperature gradient g as
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a measure of local cloud sloping. For the approximately
20% of cloudy pixels that lie at cloud edges, however,
the temperature gradient would be dominated by the
temperature jump between cloudy and clear pixels,
which has much more to do with cloud-base altitude
than with 3D effects occurring in clouds. Therefore, the
gradient in retrieved cloud optical thickness is used in-
stead for these pixels.

1) THE ODD COMPONENT, DRo

The basic idea of the proposed technique is to use a
certain area around the pixel [e.g., (51 km)2] to establish
a statistical relationship between g [defined by Eq. (2)]
and the 0.86-mm reflectance, and to apply this relation-
ship to estimate DRo for the pixel we are considering.
Because the relationship may change with cloud thick-
ness, the statistical relationship is established using only
those pixels whose brightness temperature is sufficiently
close to our pixel’s.

In order to illustrate that the local gradient values are
indeed related to the 3D effects, Fig. 5a shows a sample
cloud field, and Fig. 6 shows R3D as a function of g for
this scene. Figure 6 suggests that there is a statistical
relationship between the two quantities. The scatter of
points around a single R3D(g) curve can be attributed
to variations in factors other than 3D effects (such as
the cloud volume extinction coefficient) and to the fact
that the local temperature gradient (g) does not deter-
mine the magnitude of 3D effects completely. (For ex-
ample, variability in directions perpendicular to the sun
can also change 3D effects, to a lesser degree.)

The assumed linear relationship between g and R3D

can be written in the form

R (g) 5 C g 1 C ,3D 1 2 (11)

where C1 and C2 are regression coefficients defined be-
low. A linear R–g relationship is assumed because sim-
ple trigonometric calculations revealed that in symmet-
rical clouds, the difference in the solar radiation inter-
cepted by slopes tilted toward and away from the sun
depends on the steepness of the slopes (i.e., on g) nearly
linearly.

If the relationship is established through a linear in-
terpolation that is based on the average values of illu-
minated and shadowy pixels, then

R 2 Ri sR (g) 5 R 1 (g 2 g ), (12)3D s sg 2 gi s

where i and s are the mean gradient values for illu-g g
minated and shadowy pixels, respectively. The com-
parison of Eqs. (11) and (12) then reveals that

R 2 Ri sC 5 , and (13)1 g 2 gi s

C 5 R (0). (14)2 3D

We can now define DRo as the estimated influence of
the cloud slope on R3D:

R 2 Ri sDR (g) 5 R (g) 2 R (0) 5 C g 5 g. (15)o 3D 3D 1 g 2 gi s

2) THE EVEN COMPONENT DRe

A simple rearrangement of Eq. (8) can provide us a
definition of DRe as the difference between a pixel’s
reflectances in 3D and 1D theory minus the DRo com-
ponent calculated above.

Although the direct comparison of illuminated and
shadowy slopes cannot reveal brightness changes that
affect both kinds of pixels the same way, observations
of the asymmetry can still be used to estimate this com-
ponent. The idea is to relate the aspect of 3D effects
that we observe (the asymmetry) to their other aspects
(e.g., the shift in average brightness) through theoretical
simulations.

In order to see whether or not a such relationship
exists, we performed Monte Carlo simulations over a
wide variety of fractal cloud fields described by Várnai
and Marshak (2001). Figure 7 shows that the observed

i 2 s difference is closely related to the shift in av-R R
erage brightness. As expected from earlier studies, the
mean brightness is increased by 3D effects for very
oblique sun (e.g., Loeb et al. 1997; Várnai and Davies
1999), and it is reduced for small solar zenith angles
(e.g., Davis and Marshak 2001). The area average shift
( ) can thus be related to the observed asymmetryDRe

through

DR 5 b(Q )(R 2 R ), (16)e 0 i s

where b(Q0) is an empirical function. The inset in Fig.
7 shows that b(Q0) can be approximated as

b(Q ) 5 m 2 m cosQ ,0 1 2 0 (17)

where m1 5 0.57 6 0.1 and m2 5 1.32 6 0.16.
Once we obtained the area average value of DRe from

Eq. (16), we can distribute it among the individual pixels
the following way. First, we need to consider the phys-
ical requirement that DRe should be zero in the ho-
mogeneous areas and that it should be increasingly
strong in more and more heterogeneous regions. The
degree of heterogeneity—that is, the susceptibility of
each pixel to 3D effects—can be best described by DRo

for that pixel. In addition, since DRe is an even function
of g, it can depend only on the absolute value, but not
the sign, of DRo. Thus, for individual pixels we can
write

DR |DR | b(Q )(R 2 R )|g|e o 0 i sDR (g) 5 5 . (18)e |DR | | g |o

Finally, the overall estimate of 3D effects on reflec-
tance, DR, can be calculated by combining Eqs. (8),
(15), and (18):
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FIG. 5. (a) A sample (51 km)2 cloud field over the North Atlantic ocean (in the
granule observed at 1305 UTC 1 Nov 2000) for Q0 5 758. The cloud fraction is
78%, and the average cloud optical thickness is 39. (b) The estimated influence
of 3D effects on 1-km-resolution t retrievals. (See section 6.)

DR 5 DR 1 DRo e

R 2 R b(Q )(R 2 R )|g|i s 0 i s5 g 1 . (19)
g 2 g |g |i s

In the end, let us restate the two main physical as-
sumptions used for the estimations of DR.

• A pixel’s reflectance depends linearly on the local tem-
perature gradient g [see Fig. 6 and Eq. (12)].

• The shift in the area average reflectance is proportional

to the observed asymmetry of cloud reflectance [see
Fig. 7 and Eq. (18)].

b. Influence of 3D effects on retrieved t values Dt

Once the influence of 3D effects on the measured
reflectances is obtained, the proposed algorithm’s next
task is to estimate the influence on the retrieved optical
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FIG. 6. The relationship between reflectance and local temperature
gradient for all pixels in the field in Fig. 5 that have brightness
temperatures between 278 and 279 K. The solid line indicates a linear
fit to the data.

FIG. 7. The relationship between the separation of illuminated and
shadowy pixels and the shift in scene-average brightness in 3D Monte
Carlo simulations. Each data point represents simulation results for
a separate (50 km)2 scene. Results for four different solar zenith
angles are displayed. The inset shows how the slope of the linear fits
(b) depends on the solar zenith angle (Q0) (see text for discussion).

thickness values Dt. In principle, one could use the
operational MODIS algorithm to estimate how the re-
trieved optical thickness values would change if the
measured brightnesses were adjusted to counter the in-
fluence of 3D effects (i.e., shifted by 2DR). However,
because incorporating the operational MODIS code into
our program would have been a daunting task, we used
the following efficient yet simple procedure instead.

The procedure relies on the fact that in 1D theory,
the visible brightness has a nearly one-to-one relation-
ship with the optical thickness. Therefore, our procedure
starts by taking the cloudy pixels within the (51 km)2

area surrounding our pixel and then building a local
lookup table (lut) that contains the mean value of optical
thicknesses retrieved for pixels that fall into various
narrow brightness bins. (For self-consistency, only those
surrounding pixels are considered that have the same
cloud phase and underlying surface type as the pixel
being examined—in this case, ocean.) Then the pro-
cedure generates an initial estimate of t1D (marked

) by first calculatinglutt 1D

R 5 R 2 DR,1D 3D (20)

then finding in the lookup table the two brightness val-
ues closest to our pixel’s calculated R1D value (marked
as lower and higher), and finally, using a simple linear
interpolation:

lutR 2 R1D lowerlut lut lut lutt 5 t 1 (t 2 t ) . (21)1D lower higher lower lut lutR 2 Rhigher lower

In the case of exceptions for which interpolation cannot
be used, an extrapolation is performed in a similar man-
ner. The final estimate of t1D is then obtained by de-
termining what value would correspond to the actuallutt 3D

measurement R3D in our lookup table, and then using
the equation

lut lutt 5 t 1 (t 2 t ).1D 1D 3D 3D (22)

Although the difference (t3D 2 ) is usually small, itlutt 3D

improves upon our initial guess, . This correctionlutt 1D

term considers that the current pixel may have slightly
different parameter values (e.g., droplet size) than the
mean parameters are over the (51 km)2 area that we
used for constructing the lookup table.

c. Influence of subpixel variability

As indicated by earlier studies (e.g., Davis et al. 1997;
Oreopoulos and Davies 1998), subpixel variability can
cause systematic retrieval biases [called plane-parallel
bias after Cahalan et al. (1994)] even when no 3D effects
are present: the nonlinear relationship between t and R
can result in the underestimation of the average t value.

Fortunately, the estimates of 3D effects consider this
plane-parallel bias as well, because the Monte Carlo
simulations in Fig. 7 include the effects of subpixel
variability. However, we still need an alternative tech-
nique to estimate the plane-parallel bias for the cases
in which the 3D detection algorithm cannot work (e.g.,
small solar zenith angles).

Specifically, we use the 3D estimation technique de-
scribed above whenever the solar zenith angle is greater
than 458. If the solar zenith angle is between 208 and
458, we start by averaging the t values in the (51 km)2

area that surrounds our pixel. If this average is greater
than 20, we still use the 3D estimation method. If, how-
ever, the average value is less than 20, we declare that
the observed asymmetry between illuminated and shad-
owy slopes does not show the true 3D effects (see Fig.
3b). Therefore, we use the technique outlined below
instead and report the plane-parallel bias as our most
reliable estimate of horizontal cloud heterogeneity ef-
fects. Similarly, the plane-parallel bias is reported when-
ever the solar zenith angle is less than 208.
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FIG. 8. Comparison of the histograms of optical thickness values
retrieved at 250-m and 1-km resolution over a sample area that con-
tains a broken cumulus field. The cloud fraction is 90%, and the solar
zenith angle is 338. The inset shows the histograms on a logarithmic
scale, which is more suitable for examining the histograms’ wings
at large t values. The filled diamonds and empty squares show results
for 250-m and 1-km resolutions, respectively. The values for 1-km
resolution drop to 0 around t 5 65, whereas the tail of the 250-m
distribution reaches much further. In the inset, the solid and dashed
lines display gamma distributions fit to the 250-m- and 1-km-reso-
lution data.

FIG. 9. Cumulative histogram of estimated retrieval errors for the
mean optical thickness of (50 km)2 areas. For Q0 5 308, the dashed
curve displays the overall results of the proposed technique, and the
dotted curve shows the results if only the plane-parallel bias is cal-
culated (even for areas with . 20), without considering any 3Dt
effects.

We get simple first-order estimates of the plane-par-
allel bias by examining the 250-m reflectances that
MODIS provides at the 0.86-mm wavelength. The in-
fluence can be obtained by building local lookup tables
of corresponding R and t values much the same way as
in section 5b, and using this table to estimate how the
retrieved optical thickness values would change (Dtppb)
if we used input data at 250-m (and not 1 km) resolution:

Dt 5 t 2 t , (23)ppb 250 m 1 km

where the double overbar indicates averaging over the
area covered by the (1 km)2 pixel. Let us note that this
simple method can be trusted only for small solar zenith
angles: for oblique sun, 3D effects make clouds appear
overly structured, which can lead to an overestimation
of Dtppb (Zuidema and Evans 1998; Várnai 2000).

In order to illustrate the influence of spatial resolution,
Fig. 8 compares the histograms of t values retrieved at
1-km and 250-m resolutions for a sample scene. The
figure shows that 1-km-resolution retrievals yield a nar-
rower range of t values; their histogram has smaller
values at the edges (at t , 2 and t . 40) and higher
values near the peak of the histogram (5 , t , 10).
Although the histograms for the two resolutions have
similar shapes and mean values (11.7 versus 11.8), their
standard deviations are significantly different: 8.3 at 1
km versus 8.8 at 250 m. Part of the difference arises
simply because averaging the true t values from 250-
m to 1-km resolution should indeed reduce the vari-
ability—that is, variability truly depends on the scale at
which it is considered.

In addition, the plane-parallel bias also contributes to
1-km retrievals giving smaller variability values. This

bias can be removed by using Eq. (23), that is, by first
retrieving t values at 250-m resolution and then aver-
aging the results over (1 km)2 pixels. For the sample
scene, this procedure gives an intermediate standard de-
viation of 8.5.

Finally, the inset in Fig. 8 shows that gamma distri-
butions (e.g., Barker 1996) describe well the long tail
of the optical thickness distributions toward high t val-
ues.

6. Estimation results

Figure 5b shows an example of results from the tech-
nique described in section 5. The figure illustrates the
tendency for 1D retrievals to overestimate optical thick-
ness on the cloud sides facing the sun and to underes-
timate it on the opposite sides. As Zuidema and Evans
(1998) and Várnai (2000) noted, this means that cloud
fields appear artificially asymmetric and overly struc-
tured in the retrieved images.

While the examination of individual scenes can give
important insights into the workings of 3D effects, at
this point it is perhaps more interesting to examine how
cloud heterogeneities change the statistical properties of
the retrieved cloud fields. Although we cannot obtain
accurate global statistics from the limited number of
MODIS images we have, we can still use these scenes
to address general question such as the following.

• Are 3D effects important in practice, or can they be
neglected in most cases?

• Do the errors caused by 3D effects cancel out when
we average the results over large areas?

Figure 9 shows that in many cases, retrieval errors
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FIG. 10. Cumulative histogram of estimated errors in the standard
deviation of 1-km-resolution t values over (50 km)2 areas. As in all
other figures, cloud-free pixels were not included in the calculations
of statistical parameters.

remain significant even if the pixel-by-pixel results are
averaged over (50 km)2 areas. Since , 20 for mostt
(50 km)2 areas (Fig. 3b), the results for Q0 5 308 are
shaped mainly by estimations of subpixel variability
effects, that is, by the plane-parallel bias. The errors for
Q0 5 308 are mostly underestimations for two reasons.
First, the convex shape of the 1D radiative transfer func-
tion R(t) implies that the plane-parallel bias causes un-
derestimations (e.g., Davis et al. 1997). The second rea-
son is that for high sun, 3D effects tend to reduce the
area-average brightness values (see Fig. 7), which fur-
ther strengthens the underestimations.

However, for Q0 5 308, Fig. 9 shows a conservative
lower bound estimate of the influence of cloud hetero-
geneity. Our estimates consider subpixel variability only
at scales larger than 250 m, and the current algorithm
cannot estimate 3D effects for , 20. Because thet
cumulative histogram value around 10% underestima-
tion is changed significantly by 3D effects even though
it is calculated only for areas with . 20, we expectt
that the estimated biases would increase if we were able
to calculate 3D effects for all areas.

Figure 9 also shows that the tendency reverses for
oblique sun, and overestimations become predominant.
One reason for the reversal is that for Q0 . 658, 3D
effects increase, not decrease, the area average reflec-
tance (see Fig. 7). An additional reason for the over-
estimations is that 3D effects make clouds appear more
heterogeneous than they really are, which causes an
effect similar to the plane-parallel bias, but with the
opposite sign. (The plane-parallel bias’s underestima-
tions occur when clouds appear too homogeneous on
satellite images that cannot resolve small-scale cloud
variability.) Finally, random effects also contribute to
both the underestimations and the overestimations. For
example, wind shear or the random arrangement of
clouds can make individual (50 km)2 areas contain more
illuminated or shadowy pixels, which means that over-
estimations or underestimations will become more abun-
dant in that particular area.

In addition to changing the area average values, het-
erogeneity effects can also change higher-order mo-
ments (e.g., standard deviation and skewness) of the
retrieved cloud fields (e.g., Várnai 2000). The effects
on standard deviation become especially important if
this parameter is used to characterize large-scale cloud
variability in climate studies (e.g., Barker 1996; Or-
eopoulos and Barker 1999; Pincus et al. 1999). Figure
10 shows that for high sun, the retrievals tend to un-
derestimate the standard deviation of 1-km-resolution t
values in (50 km)2 areas. Most of the underestimations
is a direct consequence of the reduction in mean t values
shown in Fig. 9. If the t values are too low in general,
their spread can also be expected to become smaller.
The figure also shows that for oblique sun, overesti-
mations of cloud variability become dominant. One rea-
son is that t values are overestimated in general (see
Fig. 9), and another is that the more abundant 3D effects

make clouds appear overly heterogeneous. Because 3D
effects act in opposite directions for high sun and
oblique sun (in both Figs. 10 and 11), one can expect
unbiased results for intermediate solar zenith angles (Q0

ø 408–508).
The degree of cloud heterogeneity can also be char-

acterized through the parameter h,

exp(lnt )
h 5 1 2 x 5 1 2 , (24)

t

which varies between 0 for homogeneous clouds and 1
for extreme variability (e.g., d functions). The parameter
x was introduced by Cahalan et al. (1994). The h cal-
culations for all (50 km)2 areas in the Q0 5 308 scenes
yielded overall average values of 0.15 and 0.13 for the
250-m- and 1-km-resolution t fields, respectively. This
means that, measured by this parameter, 250-m-reso-
lution clouds are 10% more heterogeneous than their 1-
km-resolution counterparts.

Finally, it may be interesting to compare the proposed
technique’s error estimates to the estimates of an earlier
method described in Várnai and Marshak (2001). That
method used theoretical simulations over a wide range
of artificially generated cloud fields to set error bounds
on the retrieved t values. Ideally, the one s level error
bounds should mark the confidence interval that con-
tains the pixel’s true optical thickness with a 68% prob-
ability, which implies that (100%–68%)/2 5 16% of
pixels may have actual values outside the error bounds
on both the underestimation and overestimation sides.
Figure 11 compares the earlier method’s error bounds
with the current technique’s error estimates for all pixels
with retrieved t values between 18 and 22. The figure
shows that because the error bounds [calculated from
Eq. (2) of Várnai and Marshak (2001)] depend only on
the solar elevation and the retrieved t value of the pixel,
they vary in a narrow range around five. The agreement
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FIG. 11. A comparison of the error bounds of Várnai and Marshak
(2001) to the t retrieval errors estimated by the technique proposed
in this paper. The vertical solid lines indicate the average error bounds,
and the dots indicate the cumulative histogram of estimated t retrieval
errors for each of the 10 MODIS images for Q0 5 658.

between the old and new techniques is remarkably good.
Still, the current method is much more advanced: it takes
advantage of more information about a particular scene,
and it estimates not only the magnitude, but also the
sign of 3D effects.

7. Summary

This paper addressed two questions on how 3D cloud
heterogeneities influence satellite retrievals of cloud
properties. First, it proposed an algorithm that allows
us to estimate the influence of 3D radiative effects on
1-km-resolution retrievals of cloud optical thickness (t),
and second, it examined 20 MODIS images to see
whether the influence is important in real clouds or can
be neglected in most situations.

The proposed technique used a twofold approach.
When possible, it combined visible (0.86 mm) and ther-
mal infrared (11 mm) images to see whether 3D radiative
effects make clouds appear asymmetric, that is, whether
cloud slopes tilted toward the sun are systematically
brighter than those tilted away from it. Systematic asym-
metries would indicate that considering one pixel at a
time in 1D retrievals cannot give accurate results. One
also needs to consider the local gradients that influence
3D radiative interactions among neighboring pixels.
When this approach cannot be used because the sun is
too close to the zenith (and so the direction of cloud
slopes cannot make much difference), the technique es-
timates the influence of cloud heterogeneities from the
variability of (250 m)2 pixels inside each (1 km)2 pixel.
Considering this small-scale variability results in re-
trievals that estimate clouds to be thicker and more var-
iable, with wider probability distribution functions of t
values.

The proposed technique took a conservative approach

to estimating heterogeneity effects, thus yielding cau-
tious, lower bound estimates. The fact that one of the
described methods uses theoretical simulations to some
degree can raise the question of whether the simulations
were sufficiently realistic or not. Fortunately, the results
of even this method were not affected by whether the
simulated cloud fields were too heterogeneous or ho-
mogeneous, because the simulated fields were used only
to establish a statistical relationship between two com-
ponents of 3D effects that vary together with the mag-
nitude of cloud heterogeneity: the clouds’ observed
asymmetry and the estimated shift in area average
brightness.

Because the proposed technique estimates 3D effects
for each individual (1 km)2 pixel, it can be used to
estimate the uncertainties of operational t retrievals. Al-
though the estimates are not expected to be perfectly
accurate for each individual pixel, performing the cal-
culations at a high spatial resolution makes the method
more accurate in estimating statistical properties of large
areas. Eventually, the technique could even be used to
compensate for heterogeneity effects in the retrievals by
adjusting the pixels’ retrieved t values according to the
estimated heterogeneity effects. This correction would
remove the artificial asymmetry of clouds and improve
upon the large-scale mean and standard deviation of the
retrieved t fields.

After describing the proposed technique, the paper
examined 20 randomly selected MODIS scenes over
oceanic areas (each scene covering an area of 2000 km
by 450 km). Although this limited dataset cannot be
expected to yield reliable global statistics on radiative
heterogeneity effects, it gives initial impressions about
whether cloud heterogeneity effects are important in
practice.

The results indicated that 3D radiative effects occur
quite frequently. For example, when the scenes were
divided into (50 km)2 areas, a majority of the areas were
affected for solar zenith angles around 658. (In more
than half of the areas, 3D effects made slopes tilted
toward the sun appear at least 10% brighter than similar
slopes tilted away from the sun.)

Finally, the results pointed out that heterogeneity ef-
fects influencing (1 km)2 pixels do not cancel out when
t values are averaged over (50 km)2 areas. The area
mean t values were biased by more than 10% in about
10% of the areas, and the errors in the areas’ standard
deviation values were more than 10% in about 20% of
the areas. However, since these results were obtained
through a conservative algorithm, we expect that the
real magnitude of heterogeneity effects is larger than
these estimates. Also, since the biases were in opposite
directions for high and low sun, one can expect unbiased
results for intermediate solar elevations.

Future studies could extend the present conservative
estimates by also providing more balanced estimates in
which underestimations and overestimations of 3D ef-
fects are equally likely. For this, the current technique
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should be extended to estimate the entire heterogeneity
effects for all solar zenith angles. Additional improve-
ments could be made by adjusting the technique’s pa-
rameters for optimal sensitivity, for example by chang-
ing the size of the surrounding areas that are used to
estimate 3D effects for (1 km)2 pixels. Finally, future
studies could also explore extending the proposed meth-
od to oblique view directions.
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