[image: image19.png]B ) LOB Logo - Message (HTML)
gl Edt vew Inset Fomat oo Actons Hep

(“%Reply | CReply to Al | (3 Forward | < -1 |3 | ¥ S ]13 X |+ -9 - A5 @

From:  Ivey, Ran Sent Wed 3/22/2006 3:07 PM
Tor  Jones, Autumn

o ‘mary.mitchel@gsa.gov’; Thomas, Donald; ‘Aleksan, David W.; Ancrews, Janet

Subject: FHMLOB Logo

Auturan-

Here is the final version of the logo with Mary's suggested edits. You will need to talk to Josh about the actual color used. Mary has given us a green light on this
one.

Please let me know if you have any questions

Best,

Ron

cial Management Line of Business

Ron Ivey

SRA Touchstone Consulting Group

1920 N Street, NW, Suite B0, Washington, DC 20036
) O 330007




[image: image20.jpg]US, General Services Administration





2222

 PAGE i




FINANCIAL MANAGEMENT SERVICES METRICS (FMSM)

PHASE I DATA COLLECTION METHODOLOGIES
October 26, 2007
The Financial Management Services Metrics will be used for the following purposes:

· Enable SSPs to make more informed judgments regarding the performance and affordability of the financial services they provide, and how they compare to their competitors.

· Enable agencies to make more informed judgments regarding the performance and affordability of the financial services they provide in-house, how they compare to other agencies, and which SSP might best serve their needs as they look at potential migration of services under the FMLOB framework.

· Enable key stakeholders, including the Chief Financial Officers’ Council (CFOC), the Office of Management and Budget (OMB), and FMLOB, to make more informed judgments regarding the financial performance of SSPs and agencies, and work with SSPs and agencies on strategies to continually improve both performance and affordability.
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Each Metric chapter in this FMSM Phase I Data Collection Methodologies Summary includes excerpts from the 3/31/2007 Services Assessment Guide (SAG), the FMSM data entry screens, and observations and examples based on the information agencies provided in response to the 10/05/2007 data call in addition to agreements of the Performance Measures Working Group; that is, a “standard” upon which to advise future reporting.  By conducting a gap analysis of current reporting practices to the standards provided, the resultant data will be normalized, i.e., it will provide meaningful apples-to-apples comparison of services, to the extent possible, and enable setting of performance improvement goals.  The responses also instructed some necessary and helpful modifications to the FMSM entry screens, such as, identification of system life cycle phase and software types.   Thanks to all for their input and support. 
,For assistance in the use of this information, please contact:

Jacke Zeiher, FMLOB Performance Measures Work Stream Leader 
202-501-8970;  jacke.zeiher@gsa.gov
FMLoB Financial Performance Measures                                                         (Source:  FMLOB FMSM SAG 3/31/2007)
	Performance Measure
	Measurement Description

	Service Category: IT Infrastructure Hosting and Administration (Measurements 1-3)

	1
	IT Hosting Infrastructure Availability
	Hours IT hosting infrastructure is available, expressed as a proportion of the agreed upon hours of availability.

	2
	Help Desk Response Time
	Average time to close all help desk trouble tickets in the calendar month.

	3a
	System Security Scans
	The number of scans of servers, on which the core financial management applications are hosted, conducted during the reporting month.

	3b
	System Security Remedial Actions
	The average time to successfully remediate detected moderate and high security incidents or vulnerabilities detected from security scans.

	Service Category: Application Management (Measurements 4-6)

	4
	Core Financial System Application Availability
	Amount of time the core financial system application is available on line, expressed as a proportion of the agreed upon hours of availability. 

	5
	Report Production Time
	Total elapsed time to produce two standard reports. The total number of general ledger transactions since the beginning of the fiscal year will also be reported for contextual information.

	6
	Average Response Time for User Access Requests
	Time required for administrator to grant appropriate access, once all necessary approvals received to notification of end users of the core financial application system. 


1 FMSM SAG Metric 1:  Infrastructure Hours availability 
	1
	IT Hosting Infrastructure Availability
	Hours IT hosting infrastructure is available, expressed as a proportion of the agreed upon hours of availability.


What does it measure?
The metric measures the hours the IT hosting infrastructure is available, expressed as a proportion of the agreed upon hours of availability.

Why is it important?
IT hosting infrastructure availability is essential to accomplish the customer mission/functions and meet internal and external financial management and reporting requirements.

Definition:
IT hosting infrastructure is available for use during scheduled/agreed upon hours and days. Scheduled time excludes pre-approved downtime and scheduled downtime.

Notes:
Measurement is specifically for the IT hosting infrastructure as it relates to core financial management systems.

IT hosting infrastructure includes mainframes, servers, network routers and switches, operating system software and associated communications equipment and facilities. 

Computation of this metric includes network outages that occur beyond your control. When these occur include an explanation in the text field when reporting.

No differentiation between batch and online processing.

In the absence of set service levels (which are often included in an SLA), select an industry standard that meets your business needs. Industry standards are 95%, 98%, or 99.6%, each providing greater uptime reliability and higher costs. 

Metric Methodology:
(System will calculate and report)  Available hours / agreed upon hours (results expressed as a percentage).

Reporting Frequency:
Monthly

Calculation Steps:

1. Determine the actual number of hours the IT hosting infrastructure was agreed upon to be available for the month (per service level agreement, contract, memorandum of agreement, baseline performance measure etc.). Enter agreed upon hours to 2 decimal places.

2. Determine the number of hours the IT hosting infrastructure was actually available for the month. Input actual hours available to 2 decimal places.

3. The reporting system will divide the actual hours available during the month by the obligated hours for the month and express the result as a percentage of obligated hours.
FMSM data entry screen:

	
	 Metric 1 IT Hosting Infrastructure Availability
	 Link to More Information

	 Available Hours for Infrastructure:
	[image: image1.wmf]

  (xxx.xx)
	Determine the number of hours the IT hosting infrastructure was actually available for the month. Input actual hours available to 2 decimal places.

	 Agreed Upon Hours for Infrastructure:
	[image: image2.wmf]

  (xxx.xx)
	Determine the actual number of hours the IT hosting infrastructure was agreed upon to be available for the month (per service level agreement, contract, memorandum of agreement, baseline performance measure etc.). Enter agreed upon hours to 2 decimal places.


1.1 METRIC 1:  INFRASTRUCTURE HOURS AVAILABILITY SUMMARY OF AGENCY RESPONSES
Some confusion exists in how to calculate Available Hours, which can result in a percentage of availability higher than a 100%/  Per the Service Assessment Guide (SAG), Available Hours is directly tied to Agreed-Upon Hours and should reflect how many of the hours agreed upon between the customer and the financial management system provider were actually provided.  Therefore, if the Agreed-Upon Hours were from 7 a.m. and 7 p.m. Monday through Friday for a total 60 hours per week, and there was unplanned infrastructure downtime Wednesday evening from 9 p.m. to 12 a.m., the system Available Hours would still be counted as 60 for the week because the unplanned downtime occurred outside the Agreed-Upon Hours and would not count towards Agreed Upon Hours calculation or the Available Hours calculation  Nor should you count as additional available time those hours that occur when the agreed upon maintenance takes less time than scheduled.   
Agency-Reported Software used by some agencies to collect infrastructure hour availability:
· Oracle Enterprise Manager Grid Control software;
· Big Brother software;
· HP Openview Report.
Methodologies were provided for XX core financial systems.  XX fully meet the intent of the Metric as described in the SAG and providing a useable metric for monthly FMSM report purposes.  With a little tweaking, XX will fully meet the intent of the Metric as described in the SAG and ensure useable data for monthly FMSM report purposes.  XX entries provided no methodology or provided methodology that result in unuseable data for monthly FMSM reporting purposes.

Some examples of methodology that fully satisfy the intent of the metric:

	Agreed-Upon Hours
	Available Hours

	A.  Agreed Upon Hours of Operation  are 23 hours per day x 6 days per week and 12 hours per Sunday.  One hour 6 days a week and 12 hours Sundays are set aside for Scheduled Maintenance Time as well as periodic other advertised scheduled events, such as seasonal preventive maintenance of electrical power and HVAC.
B. Agreed Upon Hours are those hours that satisfy the Department’s goals for system availability in accordance with the Service Level Agreement.  This is set as 97% availability.

For example, a 31 day month would be calculated as follows:

31 days x 24 hours = 744 hours

Less scheduled maintenance time = 144 hours

Total possible available hours = 600 hours

Multiplied by Department goal of 97% = 582 hours

Agreed Upon Hours for this example would be 582 hours.
	A.  Infrastructure Hours of Availability is the uptime for the server hardware, network hardware, local and wide area network services, and general systems access upon which the core financial system resides.  These measurements are not application specific.  Available Hours are derived from subtracting unscheduled downtime that occurs during the Agreed Upon Hours window.  The system is checked every 5 minutes to make sure the infrastructure is running appropriately and uses a redundant power supply.
Available Hours are recorded in and collected from a daily operations log
B.  Available Hours = Total Agreed Upon Hours per Service Level Agreement minus Unscheduled Hours of Outage.  Unscheduled Hours of Outage are estimated based on various outputs summarizing network, server, database and application server uptime.



2 FMSM SAG METRIC 2:  HELP DESK RESPONSE TIME

	2
	Help Desk Response Time
	Average time to close all help desk trouble tickets in the calendar month.


What does it measure?
The metric measures responsiveness of the help desk to the resolution of trouble ticket.

Why is it important?
The metric provides a means for determining the level of customer service provided. 
Definition:
Average time to close all help desk trouble tickets closed in the calendar month.

Time is based on your help desk agreed upon hours of operation. Time recorded to resolve a trouble ticket will only include hours of operation. A trouble ticket opened one day and closed the next would only show time when the help desk was available for operation.

Metric Methodology:
(The system) Calculates the average elapsed time to address and close all help desk trouble tickets.

Reporting Frequency:
Monthly

Calculation Steps:
1. Determine the total number of trouble tickets closed for the calendar month period. Enter the total number.

2. Based on your help desk agreed upon hours of operation, compute the total amount of time elapsed in hours for all closed tickets between opening and closure of the ticket. Enter agreed upon hours to 2 decimal places.

3. The reporting system will divide the total elapsed time to close all closed tickets by the total number of closed tickets for the month. 
FMSM data entry screen:

	 
	 Metric 2   Help Desk Response Time
	 Link to More Information

	 Closed Trouble Tickets:
	[image: image3.wmf]

  (xxx.xx)
	Determine the total number of trouble tickets closed for in the calendar month period. Enter the total number.

	 Closed Trouble Tickets Hours:
	[image: image4.wmf]

  (xxx.xx)
	Based on your help desk agreed upon hours of operation, compute the total amount of time elapsed in hours for all closed tickets between opening and closure of the ticket. Enter agreed upon hours to 2 decimal places.


2.1 METRIC 2:  HELP DESK RESPONSE TIME SUMMARY OF AGENCY RESPONSES
The majority of the agencies reported to have the ability to distinguish financial management-related trouble tickets from overall help desk tickets (tier two from tier one tickets or low-from medium-levels).  Some indicated the ability to distinguish all tiers/levels of help desk tickets as well and a desire to discount the long-term, configuration changes (Tier three or high-level tickets) that can reflect months of time to implement.  The long-term tickets are perceived by some to skew the otherwise much shorter time to handle most tier one or low-level and tier two or medium-level tickets.  Because all agencies cannot distinguish, for now all agencies should continue to count all tiers/levels of tickets in their calculations to ensure normalized reporting.  However, if you wish to distinguish, please do so in the comment section in FMSM each month.  Perhaps we could consider a goal of all agencies having the ability to distinguish the tiers/levels of tickets handled.
The primary discrepancy with Metric 2 appears to be the calculation of the number of hours reported in FMSM.  The instructions provided within FMSM instruct the user to base the total number of hours spent to resolve the closed trouble tickets on the help desk agreed upon hours of operation.  The agreed-upon hours for this metric should be used as a basis to calculate total hours so that hours outside of the normal help desk hours are not factored into the result.  For example, if a trouble ticket is opened on a Friday at 3 p.m., and the help desk has agreed-upon hours of Monday through Friday, 8 a.m. to 5 p.m., and the ticket is not resolved until the following Monday at 9 a.m., then the calculation for that ticket would result in 3 hours resolution time.  The calculation would include 2 hours on Friday (3 p.m. until 5 p.m.) plus 1 hour on Monday (8 a.m. until 9 a.m.).

Agency-Reported Software used by some agencies to collect help desk metrics:
· Seibel Tracking software;
· Remedy;
· PeopleSoft CRM;
· Serena TeamTrack;
· Microsoft Excel.
Some examples of methodology that fully satisfy the intent of the metric:

	Number of Closed Trouble Tickets
	Closed Trouble Ticket Hours

	Automated Method:

In order to determine the number of closed trouble tickets, we query our Helpdesk Ticketing System, Remedy, for any ticket that has been resolved in the given month. This includes tickets that were opened and closed in the reporting month as well as any tickets that were opened in previous months however closed in the reporting month. Password resets are included in the Closed Trouble Ticket metric.  The tickets are related only to financial system types of problems.

Manual Method:

The number of closed tickets, categorized as low, medium, and high, completed by the IT Helpdesk are combined to provide the total number of trouble tickets closed for the calendar month period.
	Example:

 In order to determine the Closed Trouble Ticket Hours, we first determine what tickets were resolved in the reporting month using the methodology outlined above. Once the appropriate tickets have been determined, we calculate the total time until a ticket was resolved. This is calculated by determining the total time elapsed from the opening to closure of a ticket and then subtracting any non-business time as well as any time a ticket is awaiting user response/action. 


3 FMSM SAG metric 3a:  SYSTEM SECURITY SCANS

	3a
	System Security Scans
	The number of scans of servers, on which the core financial management applications are hosted, conducted during the reporting month.


What does it measure?
The metric measures the frequency of security scans on core financial systems. 

Why is it important?
Regular scans to detect security vulnerabilities and ensure the availability, integrity, and confidentiality of federal information are an important component of effective management and oversight of information security programs. 
Definition:
The number of security scans of servers on which the core financial management applications are hosted.  Scans refer to use of tools and processes for detecting information system vulnerabilities and incidents; such as, network and host-based intrusion detection systems, antivirus software, and file integrity checking software.


The following publications are applicable to this metric:


FIPS 200, March 2006, Minimum Security Requirements for Federal Information and Information Systems

FIPS 199, February 2004, Standards for Security Classification of Federal Information and Information Systems

Special Publication 800-53, December 2006, Recommended Security Controls for Federal Information Systems

Special Publication 800-61, January 2004, Computer Security Incident Handling Guide

United States Computer Emergency Readiness Team Federal Agency Incident Reporting Guidelines and Categories 
Metric Methodology:
The number of scans conducted during the reporting month.

Reporting Frequency:
Monthly
Calculation Step:
Determine the total number of scans conducted during the calendar month. Enter the number of scans.
FMSM data entry screen:
	 
	 Metric 3a   System Security Scans
	 Link to More Information

	 Total Scans:
	[image: image5.wmf]

  (xxxx)
	Determine the total number of scans conducted during the calendar month. Enter the number of scans.


3.1 METRIC 3a:  SYSTEM SECURITY SCANS SUMMARY OF AGENCY RESPONSES
Because of the different tools used across agencies to conduct system security scans, the methodologies and resulting metrics can differ significantly.  Some scans must be conducted manually while others are automated and run either periodically or continuously.  Additionally, agencies classify their systems under FIPS 199 guidelines, which provides scan frequencies based on system risk criteria.  Please note in the Comment Section of FMSM each month if you used Continuous, Periodic, or Both to calculate the number of scans.  Please confer with your IT Security people to determine how many scans per month to which the type of continuous scanning equates.  Or you may choose to estimate one scan an hour for continuous monitoring; however, include only those hours that you reported as “Available Hours” based on “Agreed Upon Hours.”  When the metric is reported, it will be “bucketed” according to continuous, periodic, or both.  
Agency-Reported Software used by some agencies to collect security scans metric:
· Nessus      McAfee Foundstone Enterprise;      Diplomatic Security tool (Tenable).  
· ISS                               z/OS RACF Health Checker;
Some examples of methodology that fully satisfy the intent of the metric:

	Number of System Security Scans

	Continuous Monitoring: The target is to run continuous system security scans twenty-four hours a day, seven days a week, to identify security incidents and vulnerabilities.  

Each server has a sensor operating on a 24 x 7 basis.  The sensors detect all activities in relation to a defined list of suspicious activities.  Activities are monitored and those activities outside the acceptable range of activity are evaluated.  

As part of our continuous monitoring of the production data server, the system managers use scripts to hourly sweep various server activity logs for suspicious behavior (automated log reduction) and send automated alerts when targeted activity is noted.

We also execute a similar procedure against the production database alert logs, specifically scanning for login failures against the known Oracle default accounts (over 600). Oracle hacking and vulnerability scanning tools use lists of known default UID/PWD combinations to attempt entry into the database. This script searches the last 10 minutes of the Oracle alert log for such attacks and sends an email alert if failure are found. A sequence of failures against several defaults is a clear indication of an attack in progress. 

Network Monitoring third-party IDS is installed to continuously scan the network for abnormal behavior, suspicious traffic patterns, and known vulnerabilities (such as specific signatures in network packets).

Periodic Monitoring:

Total scans z = x * y, where x = number times the scan is executed –each Friday we execute a scan and count the number of Fridays per month and where y = number of different scans executed (number of different scan tools used).




4 FMSM SAG METRIC 3B:  SYSTEM SECURITY REMEDIAL ACTIONS

	3b
	System Security Remedial Actions
	The average time to successfully remediate detected moderate and high security incidents or vulnerabilities detected from security scans.


What does it measure?
The metric measures the time to successfully resolve moderate and high risk security incidents and identified vulnerabilities from security scans.

Why is it important?
Expedient analysis, resolution, and recovery from security incidents and vulnerabilities impact an organization’s ability to accomplish its assigned mission, protect its assets, fulfill its legal responsibilities, maintain its day-to-day functions, and protect individuals.   

Definition:
The average time to successfully resolve moderate and high risk information security incidents and vulnerabilities detected from security scans.
 
Levels of potential impact (low, moderate, high) for assessing risk associated with vulnerabilities and threats are outlined in FIPS 199, February 2004, Standards for Security Classification of Federal Information and Information Systems 

Additional reference material for this metric are:


FIPS 200, March 2006, Minimum Security Requirements for Federal Information and Information Systems

Special Publication 800-53, December 2006, Recommended Security Controls for Federal Information Systems

Special Publication 800-61, January 2004, Computer Security Incident Handling Guide
United States Computer Emergency Readiness Team Federal Agency Incident Reporting Guidelines and Categories 
Metric Methodology:
(The system will calculate and report) Total time to successfully resolve moderate and high security incidents and identified moderate and high vulnerabilities / total number of moderate and high security incidents and identified moderate and high vulnerabilities. 

Reporting Frequency:
Monthly
Calculation Steps:
1. Determine and enter the total number of moderate and high security incidents that were resolved during the calendar month.

2. Determine and enter the total number of moderate and high security vulnerabilities that were resolved during the calendar month.

3. Determine and enter the total elapsed time in hours for resolution of all moderate and high incidents that
4.  were resolved during the month. Elapsed time starts with the identification of a security incident and ends with successful resolution of the incident.

5. Determine and enter the total elapsed time in hours for resolution of all identified moderate and high vulnerabilities from security scans successfully resolved during the month. Elapsed time starts with the identification of a security vulnerability from a security scan and ends with successful resolution of the vulnerability.

6. The reporting system will compute the average time to remediate detected moderate and high security incidents and identified vulnerabilities from security scans.

FMSM data entry screen:

	 
	 Metric 3b   System Security Remedial Actions
	 Link to More Information

	 Security Incidents:
	[image: image6.wmf]

  (xxx)
	Determine and enter the total number of moderate and high security incidents that were resolved during the calendar month.

	 Hours to Resolve Security Incidents:
	[image: image7.wmf]

  (xxx.xx)
	Determine and enter the total elapsed time in hours for resolution of all moderate and high incidents that were resolved during the month. Elapsed time starts with the identification of a security incident and ends with successful resolution of the incident.

	 Security Vulnerabilities:
	[image: image8.wmf]

  (xxx)
	Determine and enter the total number of moderate and high security vulnerabilities that were resolved during the calendar month.

	 Hours to Resolve Security Vulnerabilities:
	[image: image9.wmf]

  (xxx.xx)
	Determine and enter the total elapsed time in hours for resolution of all identified moderate and high vulnerabilities from security scans successfully resolved during the month. Elapsed time starts with the identification of a security vulnerability from a security scan and ends with successful resolution of the vulnerability.


3.2 METRIC 3b:  SYSTEM SECURITY REMEDIAL ACTIONS SUMMARY OF AGENCY RESPONSES
Based on agency responses, security incidents and vulnerabilities are collected via the various scanning tools used by the agencies and are categorized according to threat level.   This metric will not be made part of public reports.
Agency-Reported Software used by some agencies to calculate the metric:

· Oracle Enterprise Manager Grid Control software;
· FoundStone;
· Vulnerability Asset Management.
Some examples of methodology that fully satisfy the intent of the metric:

	Security Incidents and Vulnerabilities 
	Hours to Resolve

	A.  Security incidents are identified by the cyber security office utilizing many tools used to prevent and identify any intrusion attempts or virus being placed into the system.   The number of incidents is taken from the Vulnerability Asset Management (VAM) database by using a Still Secure tool. 
Security Incidents and Vulnerabilities are reported based on host, network, and database security metrics.  

B.  The ISSO conducts monthly security scans of the system using various software scanning programs.  Security scans are completed at the server, database, and application server level.  Scans of system and security logs are also completed by the ISSO.

Example:

NESSUS is used to conduct monthly scans of the operating system configuration of the financial system servers.

Scan time :Start time :  Wed Jul 11 11:58:41 2007
End time :  Wed Jul 11 12:02:54 2007

Number of vulnerabilities : Open ports :  30
Low :  48
Medium :  2
High :  0

	A.  Hours to Resolve Security Incidents is the time from when VAM identifies a critical vulnerability until the time the incident is closed by the system administrator in the VAM tool. Any exceptions to patching are approved by the Cyber Security Office. The tool provides the ability to track vulnerabilities by system. 
B.  The security incident metrics and vulnerability metrics are collected as the total number of incidents and the total number of resolution hours for both the infrastructure and database.

Hours to resolve would be tracked as part of the established process to manage and resolve any security incident.  



5 FMSM SAG METRIC 4:  core financial system application availability 
	4
	Core Financial System Application Availability
	Amount of time the core financial system application is available on line, expressed as a proportion of the agreed upon hours of availability. 


What does it measure?
The metric measures the amount of time the core financial system application(s) is available on-line, expressed as a proportion of the agreed upon hours of availability.

Why is it important?
Core financial system application(s) on-line availability is essential to accomplish the customer mission/functions and meet internal and external financial management and reporting requirements.

Definition:
The amount of time the core financial system application(s) is available for use during scheduled/agreed upon hours. Scheduled time excludes pre-approved downtime and scheduled downtime and downtime requested by the customer.    Notes: 
Measurement is specifically for core financial management systems only.

Metric Methodology:
(The system will calculate and report) Available hours / agreed upon hours (results expressed as a percentage)
Reporting Frequency:
Monthly

Calculation Steps:

1. Determine the number of hours the core financial system application(s) is agreed upon to be available during the month (per service level agreement, contract, memorandum of agreement, baseline performance measure etc.). Enter the number of hours to 2 decimal places.

2. Determine the number of hours the core financial system application(s) was actually available for the month. Enter the number of hours to 2 decimal places.

3. The reporting system will divide the actual hours available during the month by the agreed upon hours for the month and express ratio as a percentage of agreed upon hours.
FMSM data entry screen:
	 
	Metric 4 Core Financial System Application Availability
	 Link to More Information

	 Available Hours for Core System:
	[image: image10.wmf]

  (xxx.xx)
	Determine the number of hours the core financial system application(s) was actually available for the month. Enter the number of hours to 2 decimal places.

	 Agreed Upon Hours for Core System:
	[image: image11.wmf]

  (xxx.xx)
	Determine the number of hours the core financial system application(s) is agreed upon to be available during the month (per service level agreement, contract, memorandum of agreement, baseline performance measure etc.). Enter the number of hours to 2 decimal places.


5.1 METRIC 4:  CORE FINANCIAL SYSTEM APPLICATION AVAILABILITY SUMMARY OF AGENCY RESPONSES
Methodologies for this metric were similar to the methodologies reported for Metric #1—Infrastructure Availability; that is, unplanned outages should be subtracted from the agreed-upon hours to arrive at the available hours figure each month.  While these two metrics can be the same because the core financial system application “rides on” the infrastructure, which is measured by Metric 1, the purpose of this metric is to account for downtime for the application when the infrastructure continues to be operational; such as, for coding changes or data base manipulation.  
Agency-Reported Software used by some agencies to collect core financial system hour availability metrics::

· Oracle Enterprise Manager Grid Control software;
· Big Brother software;
· HP Openview Report.
Some examples of methodology that fully satisfy the intent of the metric:
	Agreed-Upon Hours
	Available Hours

	A.  Source:  Office of Technology and Information Management – Senior Financial Systems Engineer

Core Financial System:  Defined as uptime for E-Business Suite components (General Ledger, Accounts Payable, etc.)

Agreed Upon Hours = 18 hours per day (5:30am to 11:30pm, 7 days per week)

B.  Agreed Upon Hours are defined as 17 hours per day x 5 days per week, generally the hours between 2 a.m. to 7 p.m.
	A.  Source:  Office of Technology and Information Management – Senior Financial Systems Engineer

Core Financial System:  Defined as uptime for E-Business Suite components (General Ledger, Accounts Payable, etc.)

Available Hours = Total Agreed Upon Hours per Service Level Agreement minus Unscheduled Hours of Outage 

Example:

Month           Days in Month        Hours per Day  

July                   31                               18         
Hours Downtime    Possible Uptime    Total Uptime  
          0                            558                      558    
%  
100
B.  Core Financial System Availability is defined as the uptime for the global financial management system application to online users during the business week, Monday through Friday.  Available hours is a calculation derived from subtracting unscheduled downtime that occurs during the Agreed Upon Hour window, expressed a percentage of uptime or as actual hours.  Available hours are recorded in and collected from a daily operations log and through system-generated e-mail notices of application shutdown and start up.


6 FMSM SAG Metric 5:  Report Production Time

	5
	Report Production Time
	Total elapsed time to produce two standard reports. The total number of general ledger transactions since the beginning of the fiscal year will also be reported for contextual information.


What does it measure?
The metric measures the total elapsed time to produce an FMS 224 report and a related selected report from ‘click to run’ to ‘ready to print’. 


Why is it important?
To determine software and configuration efficiency as it applies to report generation time.

Definition:
The amount of time it takes to produce two selected reports. This measure also captures the number of general ledger transactions since the beginning of the fiscal year, as contextual information. 


For the purposes of this report, general ledger transactions will be defined as the total number of debits and credits down to the detail level used to support the trial balance. 

This metric is intended to capture application time only. Elapsed time should be reported as calculated by the system – from ‘click to run’ to ‘ready to print’.

The amount of time it takes to produce an FMS 224  – Statement of Transactions (or Partial FMS 224) and one of the following reports as applicable to your agency:

· SF 1218 – Statement of Accountability (Foreign Service Account)

· FMS 1219 – Statement of Accountability

· FMS 1220 – Statement of Transactions According to Appropriation, Funds, and Receipt Accounts

· SF 1221 – Statement of Transactions According to Appropriation, Funds, and Receipt Accounts (Foreign Service)
· Trial Balance (the preferred second report choice)
If your agency does not produce any of these reports, please report the nearest substitute. For guidance, please contact FSIO.

The calculation should not include “no transaction” reports, i.e., reports for accounting periods in which no transactions occurred.

This reporting requirement may change as standard FMS reporting requirements change.

Metric Methodology:
This metric collects two data points:

1)
Total elapsed time to produce two standard reports from ‘click to run’ to ‘ready for print’, and 

2)
The total number of general ledger transactions since the beginning of the fiscal year.

Reporting Frequency:
Monthly

Calculation Steps

1. Determine the total number of cumulative general ledger transactions for the fiscal year, as of the end of the reporting month. Enter the total number of general ledger transactions. 

2. Identify FMS 224 report in drop down menu box and select.

3. Determine and enter the elapsed time in hours to two decimal place that it takes to run the FMS 224 (if applicable).

4. Choose a second report in the drop down menu box and select, preferably the Trial Balance, or select not applicable (NA) if none of the choices apply.

5. Determine and enter the elapsed time in hours and minutes that it takes the system to run the selected report from ‘click to run’ to ‘ready to print’.


NOTE: The FMLOB Performance Measurement Team understands that the data for this metric will be difficult to compare across agencies, and may not be reliable. This data is being captured in order to learn lessons for Phase II. Agencies expressed a strong desire to see a measure of reporting timeliness, and the working group determined that it was necessary to begin collecting a baseline of data to build an understanding of the issues involved. Number of transactions is captured as a proxy for agency size and financial complexity, and in the future may be used for peer groupings and as a factor that can be controlled for. 

Please report all available data, and participate in future working group sessions to contribute toward further refinements of this metric. 

FMSM data entry screen:

	 
	Metric 5 Report Production Time
	 Link to More Information

	 Cumulative GL Transactions:
	[image: image12.wmf]

  (xxxxx)
	Determine the total number of cumulative general ledger transactions for the fiscal year, as of the end of the reporting month. Enter the total number of general ledger transactions. 

	 Report1 Title:
	[image: image13.wmf]

FMS 224



Add a New Report 
	Identify FMS 224 report in drop down menu box and select.

	 Report1 Hours:
	[image: image14.wmf]

  (xxx.xx)
	Determine and enter the elapsed time in hours to two decimal place that it takes to run the FMS 224 (if applicable).

	 Report2 Title:
	[image: image15.wmf]

NA


	Choose a second report in the drop down menu box and select, or select not applicable (NA) if you only run one report.

	 Report2 Hours:
	[image: image16.wmf]

  (xxx.xx)
	Determine and enter the elapsed time in hours and minutes that it takes the system to run the selected report from ‘click to run’ to ‘ready to print.’


6.1 METRIC 5:  REPORT PRODUCTION TIME SUMMARY OF AGENCY RESPONSES
Methods for counting general ledger transactions; namely, counting debits and credits, for Metric #5 vary among agencies, from A) counting debits and credits individually (the most frequently used method); B) counting each debit and credit as a transaction (net to zero); C) counting many debits and credits as one summary transaction where feeder systems are involved; and D) counting G/L journal entry lines.  The use of these four methods is as follows:

	Method
	# of Systems

	A
	13

	B
	6

	C
	3

	D
	2

	Not Provided
	9


Note that the number of General Ledger transactions is also an FMLoB Exhibit 300 performance measure under the Management and Innovation category; that is, % of all general Ledger Transactions entered into SSPs General Ledger.  Transactions shall be defined as the total number of debits and credits down to the detail level used to support the external reporting to the Treasury of the Trial Balance.
Because the 224 report only reports data for the current month, there is no correlation between the time to run a 224 report and cumulative G/L transactions.  Providing the cumulative number provides the ability to determine the number of transactions per month and calculate the time to run the 224 report.
Since the trial balance is run by every agency and is cumulative, it has been added to the drop-down list of reports at FMSM as the preferred selection for Report #2 (in accordance with the consensus reached at the July 18, 2007 PMWG meeting). 
Agency-Reported Software used by some agencies to collect infrastructure hour availability metrics:
· Cognos 8 Business Intelligence tool; Oracle Applications Concurrent Manager.
Some examples of methodology that fully satisfy the intent of the metric:
	Number of G/L Transactions
	Report 1 & 2 Production Time

	· Cumulative G/L transactions is determined by running a query in the financial system on the number of entries on the GL table.  Debits and credits are counted individually.  For example, a transaction that has two debits and two credits would be counted as four transactions.

· A GL transaction in SAP is defined by a header record (BKPF) with details (BSEG) at least one credit and one debit (which must net to zero), and the limit is 999 detail lines.  In addition, SAP can subdivide a transaction header by Document Type, which is in the header recorded.  The doc/type could allow “feeder source” identification.  
	· Report 1, the SF 224.  The report runtime for the SF224 is calculated based on the actual time to run the report.  The system provides both start and end times for the report.

· Preferred Report 2. The Trial Balance series of jobs run in GFIS. The actual elapsed times are added for the entire series  for the month and computed in hours.


7 FMSM SAG METRIC 6:  AVERAGE RESPONSE TIME FOR USER ACCESS REQUESTS

	6
	Average Response Time for User Access Requests
	Time required for administrator to grant appropriate access, once all necessary approvals received to notification of end users of the core financial application system. 


What does it measure?
The metric measures the efficiency of the process for granting system access to new users.

Why is it important?
(1) Evaluates provider response time;
(2) Measures potential loss of user productivity while awaiting access.

Definition:
Time required for administrator to grant appropriate access, once all necessary approvals are received (final approval), to time of notification to end users of the core financial application system.

Measures from the time/date stamp of final approval to the time the user is notified that access was granted.

Includes new users to the system during ongoing operations but not batch processing of users during transition to a new system.

Metric Methodology:
(The system will calculate and report) Total elapsed time between approved new user requests granting appropriate user access, divided by the number of user access requests granted during the period.

Reporting Frequency: 
Monthly

Calculation Steps:

1. Measure elapsed time of each new user request from the time/date stamp of final approval to time the user is notified that access was granted. 

2. Sum the elapsed time for each user notified that access was granted, and enter the total elapsed time in minutes.

3. Enter the total number of user requests granted during the period.

4. The reporting system will divide total elapsed time by the number of user requests during the period.
FMSM data entry screen:

	 
	Metric 6 Response Time for New User Requests
	Link to More Information

	 Total Minutes to Set Up New Users:
	[image: image17.wmf]

  (xxx)
	Sum the elapsed time for each user notified that access was granted, and enter the total elapsed time in minutes.

	 Total New Users:
	[image: image18.wmf]

  (xxx)
	Enter the total number of user requests granted during the period.


7.1 METRIC 6:  AVERAGE RESPONSE TIME FOR USER ACCESS REQUESTS SUMMARY OF AGENCY RESPONSES
Almost all agencies correctly reported that the clock starts for this metric once all necessary approvals have been received for a new user.  
Agency-Reported Software used by some agencies to collect new user set-up metrics:
· Remedy;

· PeopleSoft CRM;

· Microsoft Excel.

Some examples of methodology that fully satisfy the intent of the metric:
	Total Minutes to Set Up New Users
	Total New Users

	· Using the Lotus Notes Integrated Financial Management System User Request Database, we calculate the hours and minutes it takes from the time a supervisor approves a users request for access to the time the user is notified and given their user-id.  We calculate based on an eight hour day and five day workweek.  If a user request gets final approval at four o’clock on Friday and processed at two minutes after ten on Monday, the time to process would be two hours and two minutes.

· Source: Requests for new user access are logged in the Remedy system.  Weekend times are removed, and 24-hour days assumed for Monday – Friday.


	The number of new users for the month is calculated from an SQL report which displays the number of new users added for the month.  

	The Total Minutes to Set Up the New User is determined by comparing the date and time submitted against the date and time completed for each new user.    

A  manual calculation is made for each new user record to calculate the number of hours using the following criteria:  

Date: For each new user record, check the calendar to eliminate holidays, weekend etc., from the calculation for ‘open’ and ‘close’ dates.

Time: For each new user record, ensure that times are calculated on a nine -hour day from 8:00 am to 5:00 pm, not including weekends and holidays.
	A report is derived from HUD’s tracking system to identify all the approved requests submitted to the System Security Administrator to grant access to the accounting system in a specified month to determine the Total New Users.    All required investigations and security background checks have already been performed and access approved.
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