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ABSCO Absorption coefficient
ADEOS Advanced Earth Observing Satellite
AER Atmospheric and Environmental Research Inc.
AERI Atmospheric Emitted Radiation Interferometer
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AIRS Atmospheric Infrared Sounder
ARM Atmospheric Radiation Measurements
ASTER Advanced Spaceborne Thermal Emission and Reflection
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ATBD Algorithm Theoretical Basis Document
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HITRAN The molecular spectroscopic database
ILS instrument line shape
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TOA top of atmosphere
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II.  TES NOTATION AND STANDARD UNITS

General
Both symbols and units are given in the lists below.  The first column is the unit to be used in
code, and in files unless there is good reason to use other (well documented) units. If other units
are used in files, the data should be converted to the recommended unit on input. SI under the
heading docs means any conventional SI unit, with standard prefixes for powers of 103.  Where no
unit is given, the quantity is dimensionless.

code & files docs
Thermodynamics & mass distribution   
T (level) temperature K SI
T layer mean temperature K SI
P pressure Pa SI, hPa
P layer mean pressure Pa SI, hPa
P

m
partial pressure of gas g Pa SI, hPa

ζ log pressure parameter
ρ (mass) density kg m

-3
SI

H pressure scale height m SI
g acceleration due to gravity m s

-2
SI

M
m

molar mass of gas g kg mole
-1

SI
q

m
volume mixing ratio of gas g fractional *ppxv

qm volume mixing ratio layer mean fractional *ppxv
*x is m, b, t, etc.

Geometry
z height m SI
r radius from a center m SI
Re Earth radius to geoid m SI
Rc Earth radius of curvature at geoid m SI
Rs Earth center to satellite m SI
Rcs Radius of curvature to satellite m SI
ψ Angle at center of curvature between path rad deg

element and tangent point
ψs Angular position of satellite rad deg
φ latitude rad deg
λ longitude rad deg
θ zenith angle of a ray rad deg
s distance along ray m SI

Indexing
i frequency index
j,k level index
l layer index

Levels indices are numbered 0 to N,  bottom to top.
Corresponding layers are numbered from 1 to N
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Spectroscopy
 S line intensity cm

-1
 molec

-1
 cm

2
cm

-1
 molec

-1
 cm

2

f(ν) line shape 1/cm
-1

1/cm
-1

χν spontaneous emission line shape 1/cm
-1

1/cm
-1

φν absorption and stimulated emission line shape 1/cm
-1

1/cm
-1

ρ
n

number density molec cm
-3

SI

˜ , ˜C Cs f self and foreign continuum functions cm
-1
 molec

-1
 cm

2
 atm

-1

 [Warning: the units recommended here are not SI because the HITRAN data base is not in SI.
  Care must be taken when combining them with other quantities.]

Radiative Transfer
ν wavenumber cm

-1
cm

-1

n refractive index
L spectral radiance W m-2 sr-1/cm-1 *W m-2 sr-1/cm-1

L↑ up radiance, etc W m-2 sr-1/cm-1 *W m-2 sr-1/cm-1

F flux W m-2/cm-1 *W m-2 /cm-1

B Planck function W m-2 sr-1/cm-1 *W m-2 sr-1/cm-1

J source function W m-2 sr-1/cm-1 *W m-2 sr-1/cm-1

τ
l

optical depth of layer l

T
l

transmittance of layer l
τ

ik
optical depth of path from level i to level k

T
ik

transmittance of path from level i to level k

u
l

layer amount (number) molec m
-2

SI

u
il

column amount (number) molec m
-2

SI

κ
g

absorption coefficient of gas g m2 molec-1 SI

ε emissivity

α albedo
RBRDF Bidirectional Reflectance Distribution Function

Φ Instrument line shape 1/cm-1 1/cm-1

Ψ Field of view function rad-1 deg-1

  r rul,  ratios of NLTE to LTE state populations

  g gul,  state degeneracies for upper and lower states

  n nul,  occupation numbers for upper and lower states

∆ LTE vibrational Boltzmann factor

Cν Non-LTE correction function

Rν Volumetric radiation function W m
-2
 sr

-1
/cm

-1 *
W m

-2
 sr

-1
/cm

-1

* with SI-style prefix (_, m, etc)
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Retrieval

Matrices are upper case bold. Column vectors are lower case bold. Superscript T (e.g. AT)
indicates transpose
xf full state vector
x retrieval vector

– x for retrieved x
– xa for a priori
– x0 for first guess
– xi for i’th iteration

y measurement vector
e measurement error
b forward model parameters
F generic forward model
S covariance matrices. Subscript determines which.

– Se for e
– Sa  for x-xa
– S for x-x

K Jacobian
A averaging kernel
G Kalman gain (contribution function)
I

n
unit matrix (order n optional)

O
n

zero matrix (order n optional)

σ standard deviation
zr correlation length
C cost function

Physical constants
kB Boltzmann constant
c speed of light
h Planck constant
N Avagadro constant
σ Stefan-Boltzmann constant 
c1 First radiation constant
c2 Second radiation constant
R Molar gas constant

^ ^

^
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1.0 INTRODUCTION

1.1 PURPOSE

This Algorithm Theoretical Basis Document (ATBD) describes the algorithms used to retrieve all
Tropospheric Emission Spectrometer (TES) Standard Data Products. These products are scheduled
to be archived at the NASA Langley Research Center (LaRC) Distributed Active Archive Center
(DAAC)     http://eosdis.larc.nasa.gov    . The standard products consist of vertical volume mixing ratio
profiles of ozone, water vapor, carbon monoxide, methane, nitric oxide, nitrogen dioxide and
nitric acid and their associated error estimates. Note that all products are retrieved near-
simultaneously through a common process and are therefore discussed jointly rather than
individually.

This document identifies the following: sources of input data that are required for the retrievals;
provides the physical theory and mathematical background underlying the use of this information
in the retrievals; describes practical considerations affecting algorithm development; and outlines a
test and validation approach.

1.2 SCOPE

This document covers the algorithm theoretical basis for the parameters to be included in the TES
Data Products at or near launch time. Only parameters that are to be routinely retrieved at the
DAAC are discussed. On-going development and prototyping efforts may result in modifications to
parts of certain algorithms. Only the algorithms that are implemented at the DAAC for routine
processing of TES data will be preserved in the final release of this document. However, certain
materials deemed too detailed for the main body of the document may be found in the Appendices,
which are numerically keyed to their relevant sub-sections.

1.3 APPLICABLE DOCUMENTS

1.3.1 Controlling Documents

1) Mission to Planet Earth Strategic Enterprise Plan 1998-2002. NASA HQ MTPE, Oct 1998.
    http://www.earth.nasa.gov/visions/stratplan/index.html   

2) Execution Phase Project Plan for the Earth Observing System (EOS). GSFC 170-01-01, Rev.
A, May 1995.

1.3.2 Project Reference Documents

Tropospheric Emission Spectrometer: Scientific Objectives & Approach, Goals & Requirements.
JPL D-11294, Rev. 5.0, May 1996.

1.4 REVISION HISTORY

The original version (1.0) of this document was dated January 29, 1999.
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2.0 BACKGROUND

2.1 EXPERIMENT OBJECTIVES

The Tropospheric Emission Spectrometer (TES), selected for flight on the EOS CHEM I mission,
will provide the first global view of the chemical state of the troposphere (the lowest region of the
atmosphere, extending from the surface to about 10-15 km altitude). The investigation will focus
on mapping the global distribution of tropospheric ozone and on understanding the factors that
control ozone concentrations.

Ozone is produced in the troposphere by photochemical oxidation of carbon monoxide (CO) and
hydrocarbons in the presence of nitrogen oxides (NOx) and water vapor. These ozone precursors
have both natural and anthropogenic sources. The chemistry of ozone is complex and tightly
coupled to the atmospheric transport of both ozone and the precursors.

Tropospheric ozone has three major environmental impacts:

1) AS AN AIR POLLUTANT. Ozone in surface air is toxic to humans, animals and vegetation. It
is the principal harmful component of smog.

2) AS A CLEANSING AGENT. Photolysis of ozone in the presence of water vapor is the primary
source of the hydroxyl radical (OH), which is the main oxidant in the atmosphere. Reactions with
OH in the lower and middle troposphere are the principal sink for a large number of
environmentally-important species including air pollutants (carbon monoxide), greenhouse gases
(methane), and gases depleting the stratospheric ozone layer (HCFC’s, methyl halides).

3) AS A GREENHOUSE GAS. Ozone in the middle and upper troposphere is an efficient
greenhouse gas. Perturbation of ozone in this region of the atmosphere results in heterogeneous
radiative forcing with complicated implications for climate.

The troposphere contains only about 10% of the total ozone in the atmosphere -the bulk is in the
stratosphere. The environmental implications of tropospheric ozone are very different from those
of stratospheric ozone. The ozone layer in the stratosphere shields the Earth’s surface from solar
UV-B radiation, and thinning of this layer as a result of human activities is a matter of grave
concern. Tropospheric ozone, by contrast, has increased as a consequence of human activity
(primarily because of combustion processes). Whether this increase in tropospheric ozone is
beneficial (cleansing agent) or harmful (air pollutant, greenhouse gas) depends to a large extent on
its altitude. It is very important, therefore, to map the global 3-dimensional distribution of
tropospheric ozone and its precursors in order to improve our understanding of the factors
controlling ozone in different regions of the troposphere.

The specific Standard Products that TES will produce are global-scale vertical concentration
profiles (0 - ~33 km) of ozone, water vapor, carbon monoxide, methane, nitric oxide, nitrogen
dioxide and nitric acid (the latter 3 in the mid- and upper troposphere only). Essential by-products
of the analysis are atmospheric temperature profiles and surface temperature and emissivity.

2.2 RELEVANCE TO EARTH SYSTEM SCIENCE

One of the primary EOS themes is ‘Atmospheric Ozone Research.’  TES directly addresses this
theme.
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2.3 INSTRUMENT CHARACTERISTICS

TES is an infrared, high resolution, Fourier Transform spectrometer covering the spectral range
650 - 3050 cm-1 (3.3 - 15.4 µm) at a spectral resolution of 0.1 cm-1 (nadir viewing) or 0.025 cm-1

(limb viewing). The two observation modes are essential because many of the spectral features that
TES observes are very weak (especially the nitrogen oxides) and limb-viewing markedly enhances
their measurability (with the deficiency that cloud interference is much more likely than in nadir
viewing, where TES has relatively good spatial resolution).

In order to improve signal-to-noise ratio and improve collection efficiency, TES is (as far as
possible) radiatively cooled to ~180K, and it divides the spectral range into 4 sub-regions, each
observed with a separate 1x16 array of detectors (identified as 1A, 1B, 2A, and 2B) actively
cooled to 65K. The bandwidth is further restricted to ~250 cm-1 by interchangeable filters. With
these arrays, 16 altitudes in the troposphere and lower stratosphere are observed simultaneously
with a height separation of 2.3 km or, alternatively, 16 contiguous areas (each 0.5 x 5 km) are
observed on the ground.  Table 2 - 1 shows the available filter ranges and their identifiers. A
complete description of TES can be found as an appendix to the L1B ATBD [JPL D-16479, Oct.1
1999].

Table 2 - 1: TES Filter Bandpasses

Filter ID Lower 50%
Point, cm-1

Upper 50% Point,
cm-1

1A1 1900 2250
1A2 2200 2450
1A3 2425 2650
1A4 2600 2850
1A5 2800 3050
1B1 820 1050
1B2 950 1150
2A1 1100 1325
2A2 1300 1550
2A3 1500 1750
2A4 1700 1950
2B1 650 900

Note: Any combination of 1Ax, 1By, 2Az and 2B1 is allowable (1 per detector array) with the
proviso that, normally, only limited switching among 1Ax and 2Az filters can occur between
successive scans. The actual arrangement of the filters in the filter wheels has been optimized for
expected observation scenarios.

The filters actually employed for the Global Surveys are shown in Table 2 - 2. Sequences “A” and
“B” alternate every 81.2 seconds for 58 orbits (4 days) for a total of 4234 sequences (= no. of
profile sets). Note also that the pairs of nadir observations in each sequence are co-located.
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Table 2 - 2: TES Global Survey Filters

Sequence Scan No. Type Array 1A Array 1B Array 2A Array 2B
A 1 Space 1A1 1B1 2A2 2B1
A 2 Black Body 1A1 1B1 2A2 2B1
A 3 Nadir 1A1 1B2 2A2 2B1
A 4 Nadir 1A1 1B2 2A2 2B1
A 5 Limb 1A1 1B1 2A2 2B1
A 6 Limb 1A1 1B2 2A4 2B1
A 7 Limb 1A1 1B2 2A4 2B1
B 1 Space 1A1 1B2 2A2 2B1
B 2 Black Body 1A1 1B2 2A4 2B1
B 3 Nadir 1A1 1B2 2A4 2B1
B 4 Nadir 1A1 1B2 2A2 2B1
B 5 Limb 1A1 1B1 2A2 2B1
B 6 Limb 1A1 1B2 2A4 2B1
B 7 Limb 1A1 1B2 2A4 2B1

In the limb mode, TES measures the infrared thermal emission from the atmosphere.  In the nadir
mode, the measurement is of the surface emission, downward directed atmospheric emission
scattered from the surface, and further emission and absorption by the atmosphere.  In a limited
spectral range, under sunlit conditions, there may also be solar radiation scattered from the
atmosphere and the surface.

TES obtains its data in 4 seconds (nadir) or 16 seconds (limb) plus calibrations in a sequence: 2
calibrations followed by 2 nadir observations followed by 3 limb observations. The entire cycle
requires 81.2 seconds and is repeated continuously for four days out of eight, interspersed with
major calibration-only sequences (essential for this type of instrument) and occasional targets-of-
opportunity such as volcanic eruptions, biomass burning regions or regional ozone episodes for
which TES has unique capabilities (but note that these are Special, not Standard, Products and are
not further considered in this document).

It is a property of a Fourier Transform Spectrometer that it must be used in a so-called ‘staring’
mode (that is, the target location or altitude must be tracked). Accordingly, TES is equipped with a
precision pointing system.

2.4 STANDARD PRODUCTS

TES Standard Products (and their data sources) are shown in Table 2 - 3.
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Table 2 - 3: TES Standard Products

Product Nadir Limb

Atmospheric Temperature, T √ √

Surface Temperature, Ts √

Land Surface Emissivity √

Ozone (O3) VMR √ √

Water Vapor (H2O) VMR √ √

Carbon Monoxide (CO) VMR √ √

Methane (CH4) VMR √ √

Nitric Oxide (NO) VMR √

Nitrogen Dioxide (NO2) VMR √

Nitric Acid (HNO3) VMR √

Standard Products will be reported at the pressure levels shown in Table 2 - 4 (note that the
corresponding altitudes are approximate).  Nadir and limb data are nearly co-located.

For each species, at each level, the reported parameters will be as shown in Table 2 - 5. The
meaning of the last 5 columns is the following:

Volume Mixing Ratio (VMR, q) is reported with respect to dry air to avoid the problem that the
H2O VMR can be large enough to effect the overall result.

Random Errors are the square roots of the diagonal elements of the output error covariance
matrix (i.e., the 1σ values). The full matrix is also available.

Systematic Errors are estimated from reported errors in, for example, the HITRAN database.

Fraction of Explained Variance (FEV) is a measure of how much the measurements improve
upon the a priori data (see 3.5.9 for a detailed explanation). If the FEV = 1 then all the
information comes from the data. If the FEV = 0 then no information comes from the data.

Correlation Length (zr) is a measure of the dependence of adjacent (or nearby) retrieval levels
(see 3.5.9). If zr « the distance between adjacent levels then the values are independent. If zr ≥
the distance between adjacent levels then the values are not independent.
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Each such file will be accompanied by a header containing information such as the time, date,
latitude, longitude, and solar zenith angle at acquisition, plus a set of data quality indicators.

Table 2 - 4: TES Product Reporting Levels [= UARS Standard Levels]

Index Pressure
hPa

US S.A.
Altitude

km

Delta Altitude
km

0 1000.0 0.100

1 681.3 3.175 3.075

2 464.2 6.100 2.925

3 316.2 8.825 2.725

4 215.4 11.350 2.525

5 146.8 13.800 2.450

6 100.0 16.200 2.450

7 68.1 18.650 2.450

8 46.4 21.100 2.500

9 31.6 23.600 2.500

10 21.5 26.100 2.500

11 14.7 28.600 2.600

12 10.0 31.200 2.600

13 6.8 33.800 2.600

14 4.6 36.600 2.800

“Delta Altitude” at level i is the difference between Level i and Level i-1
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Table 2 - 5: Format for Reporting TES Retrievals

Species
Volume

Mixing Ratio
w.r . t

Dry Air
(q)

Estimated
Random

Error
(1σ)

Estimated
Systematic

Error

Fraction
o f

Explained
Variance

(FEV)

Correlation
Length
zr , km

2.5 SPECIES INCLUDED IN RETRIEVALS

In order to retrieve the Standard Products listed in Table 2 - 3, it is necessary to account for many
more species in the process. These are often called “interferents” but, in fact, some will be
retrieved as controls (e.g., N2O), some flagged for Special Processing (e.g., heavy hydrocarbons)
and some fixed. For example, in order to retrieve HNO3, it is essential to include both CCl3F
(CFC11) and CCl2F2 (CFC12) whose bands overlap the nitric acid signature.

The primary source of spectral information is the HITRAN database [Rothman et al., 1998]. Not
all of the species in the list are pertinent to TES but those that are, are shown in Tables 2 - 6 (line
data) and 2 - 7 (cross-section data). In addition, some modifications and additions to the list are
discussed elsewhere in this document and it should be noted that certain isotopomers must be
treated as separate molecules because their concentrations relative to the parent are known to be
height-variable (HITRAN assumes a fixed ratio). Finally, Table 2 - 8 lists some species that are
likely to be important to TES but for which little or no useful spectral data are available (i.e., they
are candidates for laboratory study in the very near future).
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Table 2 - 6: HITRAN Line List Species Used by TES

HITRAN
[TES]
Index
N o .

Molecule Comments

1 H2O HDO & H2
17O Separated

[1a] HDO

[1b]  H2
17O

2 CO2

3 O3
16O17O16O & 17O16O16O Separated

[3a] 16O17O16O

[3b] 17O16O16O

4 N2O

5 CO

6 CH4 CH3D Separated

[6a] CH3D

7 O2

8 NO

9 SO2

10 NO2

11 NH3

12 HNO3

13 OH

14 ** (HF) ** Not Used **
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15 HCl

16 ** (HBr) ** Not Used **

17 ** (HI) ** Not Used **

18 ClO

19 OCS

20 HCOH

21 HOCl

22 N2

23 HCN

24 CH3Cl

25 H2O2

26 C2H2

27 C2H6

28 ** (PH3) ** Not Used **

29 COF2

30 SF6 Also need X-sections

31 H2S

32 HCOOH

33 ** (HO2) ** Not Used **

34 ** (O) ** Not Used **

35 ClONO2 Also need X-sections

36 ** (NO+) ** Not Used **

37 ** (HOBr) ** Not Used **
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Table 2 - 7: HITRAN Cross-Section Species Used by TES

Molecule Common Name

CCl4 Carbon Tetrachloride

CCl3F CFC-11

CCl2F2 CFC-12

CClF3 CFC-13

CF4 CFC-14

CHCl2F HCFC-21

CHClF2 HCFC-22

C2Cl3F3 CFC-113

C2Cl2F4 CFC-114

C2ClF5 CFC-115

N2O5 Dinitrogen Pentoxide

HO2NO2 Peroxynitric Acid*

SF6 Sulfur Hexafluoride

ClONO2 Chlorine Nitrate

*  Seriously incomplete
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Table 2 - 8: Additional Cross-Section Species Needed by TES

Molecule Common Name

C6H6 Benzene

C2H4 Ethylene

C3H8 Propane

CH3C(O)CH3 Acetone

CH3OH Methyl Alcohol

CH3C(O)NO2 Peroxyacetyl Nitrate (PAN)

HO2NO2 Peroxynitric Acid*

CH3COOH Acetic Acid

CH3OOH Methyl Hydroperoxide

* For bands not in HITRAN
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3.0 ALGORITHM DESCRIPTION

3.1 ALGORITHM OVERVIEW

TES data processing falls naturally into 3 groups:

1) At Level 1A the raw data from the spacecraft are decommutated and the instrument outputs
(called interferograms) reconstructed. File headers also contain important ancillary data such as
time, date, spacecraft and target location, and instrument pointing.

2) At Level 1B, the interferograms are converted to spectra, radiometrically-calibrated and
resampled onto a common frequency grid. Certain data quality flags are added to the header at this
juncture and the results passed to Level 2 [JPL D-16479, 1999].

3) At Level 2, vertical concentration profiles of the selected species are extracted from the data
through the process of retrieval that is the topic of this document.

Although this document is primarily concerned with standard products, we also expect to use the
same algorithm for special products so we have retained generality in some sections to support
these additional functions.  This additional functionality will be maintained in the Reference
Forward Model.  We therefore describe the deliverable version as the Operational Forward Model.

Figure 3 - 1 shows an overall flow chart for the forward model and retrieval process.

In Global Survey mode, observations are made in sequences made up of calibration scans, two
nadir observations and three limb observations, the limb observations corresponding
geographically to nadir observations made 437 seconds earlier. These data will be combined into
‘observation sets’ containing collocated limb and nadir observations.  Each observation set will
then be analyzed as a unit.

Observation sets will be processed in batches containing all observations made each day at the
same time after an equator crossing, i.e. at the same latitude.  This will enable savings to be made
in disk accesses for quantities that depend on latitude only. This includes climatological
information used for the first guess and a priori information, which are likely to be zonally
averaged. Making use of the fact that the distribution of N2O is known in the troposphere, the
retrieval of the column N2O for nadir retrievals and N2O profile for the limb retrievals will be used
as a critical test that the retrieval of temperature has been successful and that the field of view is
cloud free.  Retrievals from partial observation sets will be attempted, but will be flagged and
further evaluated before release.

Each observation set will be retrieved in several stages, with each stage using a selection of the
results of a previous stage as a priori, or as a first guess, or as forward model parameters, as
appropriate.  For example, separate retrievals will be carried out for corresponding nadir and limb
measurements, and for different constituents.  Within the nadir and the limb retrievals, temperature
will be retrieved first, and the results used as forward model parameters for constituent retrievals.
The constituent retrievals will be carried out in an appropriate order so that an already retrieved
quantity can be included as a forward model parameter (‘interferent’) for subsequent retrievals.
Some quantities may be retrieved jointly. In particular, the final profile for the temperature and
water vapor fields will be obtained from a joint retrieval.

Each retrieval will use the same inverse algorithm comprising the following stages:

(1) initial guess construction;
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(2) initial guess refinement by means of a simplified retrieval;

(3) a priori construction;

(4) optimal estimate by numerically minimizing a cost function.

The optimal estimate will be obtained by a nonlinear least squares process with constraints. It will
minimize a cost function, which includes contributions from both the departure of the measured
spectrum from the calculated spectrum and the departure of the retrieved state from constraints
imposed through the a priori state. (The a priori is not in general the same as the first guess, which
is a state selected as a starting point for a non-linear iteration).  An appropriate subset of the
measured spectrum will be used for each parameter retrieved.  This may comprise a microwindow
or a large segment of spectrum.

Finally, the complete spectrum will be calculated for quality control. At this point, the atmosphere
will be determined as well as possible, but the individual retrievals will not have covered the
complete spectrum, so there will be gaps in the surface emissivity (nadir case) or aerosol optical
depth (limb case).  This necessitates a final retrieval using the entire spectrum, with fixed
atmospheric parameters.  The results will be the desired spectra, along with spectra of the surface
emissivity or aerosol optical depth as by-products.

The optimal estimation process requires a numerical model to generate the spectrum expected for a
particular atmospheric condition.  Below, we describe the parameters necessary to carry out the
calculation (3.2), the forward model (3.3), and the derivatives of the spectrum with respect to the
desired parameters (3.4).  The actual retrieval process is detailed in 3.5.

3.1.1 TES Working Prototype Retrieval Algorithm (TWPR)

Most of the algorithm elements discussed in this document have been coded and tested at the TES
SCF in the TWPR (TES Working Prototype Retrieval Algorithm). The TWPR is used to test the
speed and accuracy of ideas as they are put forward by the members of the Science Team and,
whenever possible, validated against real data from AES (Airborne Emission Spectrometer), HIS
(High Resolution Interferometer Sounder) and IMG (Interferometric Monitor of Greenhouse
Gases). These instruments all have spectral resolution and coverage similar to TES, albeit nadir
viewing only. When MIPAS (Michelson Interferometer for Passive Atmospheric Sounding) limb
data become available, they will be used for the same purpose.  It is our intention to continue using
(and improving) the TWPR until it becomes clear that the deliverable, operational, algorithm is
sufficiently advanced to make further development of the TWPR unnecessary.
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Figure 3 - 1: TES Level 2 Retrieval Flow
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3.2 STATE VECTORS

3.2.1 Terminology

A state vector specifies those aspects of the state of the atmosphere being measured, and of the
instrument measuring it, which together determine the value of the resulting measurement.  We will
use the term full state vector to indicate the complete set of parameters required by the forward
model (section 3.3) to simulate a measurement to the necessary accuracy, and the term retrieval
state vector or simply retrieval vector to indicate the subset of the full state vector that is a target for
retrieval.  The remaining elements will either be predetermined (forward model parameters) or be
determined by interpolation where the forward model requires a finer grid for numerical purposes.

3.2.2 Full State Vector Elements

The following elements comprise the full state vector for calculating nadir radiance:

• surface pressure
• temperature on a specified pressure grid
• constituent mixing ratios on a specified pressure grid
• aerosol extinction coefficients on specified pressure and wavenumber grids
• surface radiating temperature
• surface optical properties corresponding to each detector element on a specified wavenumber

grid:
– emissivity
– albedo/reflectivity
– bi-directional reflectivity distribution function

• nadir view angle
• nadir view location
• sun angle at the nadir location
• instrument line shape
• field of view function

The following elements comprise the full state vector for calculating limb radiance:

• temperature on a specified pressure grid
• constituent mixing ratios on a specified pressure grid
• aerosol extinction coefficients  on specified pressure and wavenumber grids
• spacecraft position
• look angle of the boresight from the spacecraft
• sun angle at the tangent point location
• altitude of one pressure level
• instrument line shape
• field of view function

In this we assume that the atmosphere is hydrostatically balanced and radially symmetric.  For the
limb view, it may be necessary to include some representation of horizontal gradients of some of
the elements.

There are several other quantities that should formally be part of the full state vector, but are best
considered as constants, and treated separately by the forward model. These include

• Constituent absorption coefficients on a wavenumber, pressure and temperature grid.
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• Digital elevation model
• Surface characterization map (Global land cover database)

3.2.3 Pressure Level Grids

The natural vertical grid for nadir forward model is based on pressure levels, as this is one in
which the Jacobeans have a particularly simple form.  In order to combine results from the nadir
and limb views, both must be on compatible grids, so this choice requires us to use a pressure grid
for the limb view as well.  We have chosen to use log(P) as the basic vertical coordinate, and to
make the grid spacing compatible with that established for UARS.

The full state vector will be defined on the full grid, which is a superset of the retrieval grid:

log10(Pi) = 5 - i/6m (3.1)

where Pi is the pressure in pascals of level index i and the `superset factor' m is an integer. The
UARS grid corresponds to m=1, with a spacing of 6 levels per decade of pressure.  The value of
m will be determined by the accuracy requirements of the numerical method, and may vary with
height.

The pressure grids for the retrieved state vectors will be subsets of those for the full state.  The
elements of the retrieval state vector that comprise profiles will be defined on a retrieval grid,

log10(Pi) = 5 - i/6n (3.2)

The value of n will be a submultiple of m, chosen so that the full information content of the
measurements can be represented.  The range of levels used will vary with the quantity retrieved.
The choice of the retrieval pressure levels for each TES product molecule and temperature are key
investigation activities which involve the physical constraints used for profile retrieval and the
trade-offs between the retrieval vertical resolution and the product accuracy.

Values of the profiled quantities between retrieval grid levels will be determined by the following
interpolations:

(1) Temperature is linearly interpolated in log(P).
(2) Logarithms of constituent mixing ratios and aerosol extinction coefficients are interpolated and

extrapolated linearly in log(P),  and linearly extrapolated above the top level at the same
gradient as in the top layer.

As an example, for the full state vector of the prototype forward we have constructed an 86-layer
atmosphere model  for simulations and for the absorption coefficient table pressure and temperature
grids.  This 86-layer atmosphere has 87 pressure levels between about 1211.53 hPa and 0.1 hPa.
The pressure levels (in hPa) are defined up to 1 hPa as

Pk=1000x10-(k-2)/24 k = 0 . . . 74; (3.3)
and above 1 hPa as

Pk=1000x10-(k-38)/12 k = 75 . . . 86; (3.4)

In the troposphere, the layer thickness calculated using hydrostatic equation and for US standard
atmosphere is about 0.83 km (surface) to 0.6 km (tropopause).  Between 100 hPa and 1 hPa, the
layer thickness is about 0.6-0.8 km; while above 1 mb, it is about 1.5 km.
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3.2.4 Spectral Grids

State vector elements specified on spectral grids will be interpolated by a 4-point Lagrangian.
Nominal values of the spacings of the grids will be

• Radiative transfer calculation 0.0002 cm-1

• Aerosol extinction coefficients  0.0025 cm-1

• Surface emissivity 10 cm-1

• Surface albedo/reflectivity 10 cm-1

• Surface bi-directional reflectivity distribution function 10 cm-1

3.2.4.1 Spectral grid for radiative transfer

The spectral grid for the monochromatic radiative transfer calculations over the spectral domain
associated with a specific filter is determined by the mean Doppler width at the top of the
atmosphere.  Studies of the dependence of errors in radiative transfer on spectral sampling indicate
that for pressure broadened lines, a sampling grid of four points per Lorentz halfwidth is required,
[Clough and Kneizys, 1979].  Extension of this analysis to the Doppler  and Voigt line shapes
leads to essentially the same conclusion.  The spectral sampling based on this criterion, in addition
to being appropriate for the stratosphere, provides proper spectral sampling of the narrow water
lines in the atmospheric window regions and of the line coupling effects of the carbon dioxide Q
branches in the pressure broadening regime.  Since the spectral grid is based on the Doppler width,
the grid, though fixed for a given filter, is frequency dependent by filter (coarser at higher
wavenumber values).  The spectral spacing for the 1B2 filter for the ozone region is 0.0001 cm-1.

Based on studies of computational efficiency and accuracy, a preliminary decision has been made
to utilize a fixed spectral grid over the domain of a given filter.  Although utilization of an adaptive
spectral grid is attractive for reasons of storage and apparent efficiency, our initial studies indicate
that implementation of an adaptive approach increases computational cost and, in the general case,
a loss in accuracy.

3.2.4.2 Spectral grid for heavy molecules and continua

While the radiative transfer will be performed on the spectral grid as described, a coarser spectral
grid will be used for storing the absorption coefficients associated with the heavier molecular
species for which the individual line contributions are overlapped or the line parameters are not
available, and for the continuum absorption associated with the more strongly absorbing species,
principally water vapor and carbon dioxide.  The spacing of this coarse spectral grid is 0.0025 cm-1

and is controlled by the spectral sampling required for HNO3.

3.2.4.3 Spectral grid for clouds and aerosols

The spectral grid for surface properties, cloud and aerosol optical properties will be 10 cm-1.

3.3 FORWARD MODEL: ATMOSPHERE

3.3.1 Radiative Transfer

The spectral radiance received by TES can be expressed by the radiative transfer equation.  Under
clear conditions, the radiance received in a downlooking mode includes four contributions:
upwelling atmospheric emission , attenuated reflected downwelling atmospheric emission,
attenuated surface emission, and attenuated reflected solar radiation.  In order to show the influence
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of the sensor on the signal, the radiance must be convolved with the absolute instrument line shape
(ILS) (Equation 3.5).
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(3.5)
where

L(Ω,ν) = radiance at frequency ν into upward, directed, solid angle Ω
Φ(ν,ν’)  = ILS, i.e. spectral response of ν due to incident radiance at ν’

Β(ν,T) = Planck function for temperature T
Tsurf = surface temperature

T (Ω,z,z’,ν’)  = atmospheric transmittance at frequency ν’ in a direction Ω between 
altitudes z and z’

α(ν’)  = surface albedo

RBRDF(Ω,-Ω’,ν’)  = surface biconical reflectance function for incident (downward) solid 

angle -Ω’  and emergent (upward) solid angle Ω
ε(Ω,ν’)  = surface emittance at frequency ν’  in the upward direction Ω

Es(ν’)  = disk-average solar radiance

Ωs = solar solid angle at Earth

The same equation holds for limb emission sounding if the last three (surface-related) terms are
omitted.  While the equation, therefore, seems much simpler, the geometry of the light path
(especially in the lower atmosphere) becomes much more complicated because of strong refraction
effects.

Next, a numerical radiative transfer model that was developed for TES will be described.  This
forward model uses atmospheric temperature and constituent profiles and the surface properties as
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inputs.   The integrations in equation 3.5 will be carried out numerically by dividing the
atmosphere into thin layers.  The layer effective quantities, such as the layer effective temperature
and pressure, and the layer molecular column amount, are calculated in the ray tracing and path
integrals step.

3.3.1.1 Ray Tracing and Path Integrals

The lines of sight through the atmosphere must be traced, allowing for the detailed geometry and
possible refraction effects.  Full details will be found in appendix 3.3.1.1.  The basic principles are
described here.

The non-sphericity of the Earth is accommodated by using a coordinate system with origin at the
center of curvature, at a nominal tangent point, of a reference geoid.  In the plane of the ray
(refraction horizontally is ignored) the atmosphere is described in terms of functions of radius r and
angle ψ of the line from the center to the ray element.  Quantities in a radially symmetric
atmosphere are assumed to be independent of ψ.

For integrating the hydrostatic equation, a full latitude/altitude model is used for the variation of the
acceleration of gravity.  The air density is calculated from an equation of state that includes the
effect of water, and is not simplified to the perfect gas law. (Appendix 3.3.1.1.7)

For the quasi-nadir case, the ray tracing is evaluated from simple trigonometry, ignoring refraction.
Integrals of absorber amounts and temperature are carried out analytically over full grid layers,
assuming that ln(q) and T are linear in ln(P).

For the limb case, the approach used is based on that of Kneizys et al.(1983).  The coordinate  x =
r cosθ is used along the ray to avoid the singularity at the tangent point.  The zenith angle of the
ray, θ, is obtained from Snell’s law for spherical symmetry, rn(r)sinθ(r) = constant, and the
distance element ds along the ray is related by  dr = sinθ ds.  This can be shown to give

ds = dx/[1+(r/n)(∂n/∂r)sin2θ(r)] (3.6)

which can be used to integrate path integrals with respect to x, an explicit function of r, rather than
s.  The integrals are evaluated by dividing each full grid layer into sub-layers in x, such that all
quadrature intervals are smaller than a given length, and using a trapezium or higher order
quadrature.

When the atmosphere is not radially symmetric, the above ray tracing technique does not apply
because we can no longer assume that nrsinθ = constant.  In this case we can use a more general
approach and construct a set of three coupled ordinary differential equations in r(s), θ(s) and ψ(s)
to describe the ray trajectory.  These are integrated forwards from an assumed tangent point to the
satellite altitude.  The horizontal location of the tangent point as expressed by ψ(0) is then iterated
so that the ray reaches the location of the satellite.  Path integrals are evaluated in the same way as
for the radially symmetric case, but using the same quadrature points in s as are used by differential
equation integration.

3.3.1.2 Ray Tracing (Surface Layer)

The pressure boundaries of the forward model atmospheric layer above the Earth’s surface must be
redefined for every TES observation.  This layer will be thinner than or equal to the TES standard
forward model layers near the surface. The sea surface pressure will be obtained from fields
obtained from available Numerical Weather Prediction results (e.g. ECMWF, NCEP, DAO, etc.).
The earth surface pressure (the lower pressure boundary for the surface layer) will be calculated
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from the sea surface pressure using the hydrostatic equation at the TES identified elevation (section
3.3.2.4).The top pressure boundary for the surface layer will be a TES fixed pressure level.

3.3.1.3 Optical Depth

The optical depth (OD) along the line of sight for a given layer l is calculated as

τ ν ν( ) = ( )∑l m l
m

u km T,P, ,  (3.7)

where the sum is over species, um,l is the layer molecular amount for absorber m, and km(T,P,ν) is
the absorption coefficient for molecule m. um,l, T, and P are calculated in the ray-trace and path
integral step.  Although we will still keep the option of using a line-by-line model to calculate
absorption coefficients, for most molecules km(T,P,ν) will be pre-calculated at fixed P/T grids and
stored in files (ABSCO Tables).  Section 3.5 describes the ABSCO Table generation and discusses
the km(T,P,ν) interpolations in temperature / pressure / H2O VMR.  The frequency grid spacing of
τ(ν) for the line species in the HITRAN list will be 0.0001 cm-1 (TES tier 1 frequency spacing),
small enough to describe a Doppler line in the upper atmosphere.

The cross-section, continuum, and cloud absorption coefficients (section 3.5 and 3.6) will be
stored and calculated on a coarser frequency grid spacing, 0.0025 cm-1.  This is mostly determined
by the representative spectral structures shown in some cross-section species, and this coarser
frequency spacing is the TES tier 2 spacing.

The total layer optical depth is then calculated by the sum of the tier 1 OD and the interpolated tier 2
OD.  The tier 2 to tier 1 interpolation is performed using a 4-point Lagrange interpolation scheme.

3.3.1.4 Atmospheric Radiance

The spectral radiance at the satellite is given in equation (3.5).  By neglecting the reflected sunlight
term the monochromatic radiance may be summarized as

  
L L B T Lsat L sfc L L= + ( ) +↑ ↓ε αT T0 0 0, , (3.8)

in which L↑
L is the upwelling radiance contribution of the atmosphere from the surface to the level

at the top of the atmosphere (TOA), T0,L is the transmittance of the atmosphere and L↓
0 is the

downwelling radiance of the surface.  For a specularly reflecting surface, L↓
0  is calculated for the

same zenith angle as L↑
L and α is the appropriate bidirectional reflectance.  For a Lambertian

surface, L↓
0  is calculated at the diffusivity angle, the downwelling radiation scattered by the

surface is taken to be isotropic and α is the albedo.

In the limb case, there is no surface term. L↑
L is then the radiance contribution from the portion of

the atmosphere from the tangent to the satellite and L↓
0T0,L would be the radiance contribution from

the atmosphere from the far-side space to the tangent along the line of sight.

The upwelling term, L↑
L, the downwelling radiance, L↓

0, and the total transmittance T0,L are
calculated recursively in a layer loop.  For example, in the case that the calculation starts from
Earth’s surface to satellite, L↑

L, L
↓

0, and T 0,L are initialized as 0.0, 0.0, and 1.0. At each layer step
(l), they are updated as (illustrated in Figure 3 - 2)

  L L Bl l l l eff+
↑ ↑= + −( )1 1T T  (3.9)

  L L Bl l l l l+
↓ ↓= + −( )1 01 T T , (3.10)
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  T T T0 1 0, ,l l l+ =  (3.11)

where Tl is the layer transmittance which is not necessarily  the same for upwelling and
downwelling cases ; Bl and Beff are the Planck function at layer mean temperature Tl and the layer
effective Planck function defined below.

Figure 3 - 2: Illustration of the recursive radiative transfer calculations
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The layer transmittance Tl is calculated as

( )T l l= −exp τ (3.12)

where τl is the layer optical depth, as described in 3.3.1.3.  Since the exponential calculation is
relatively expensive, the linear approximation is used forτl is less than 0.01 andτl is taken as zero
when τ l is greater than 10.0.

In order to simulate the contribution of the layer emission to the total radiance more accurately, the
source term in equation 3.9 uses an effective Plank function defined as

  
B B T B T B Teff l l l l l

l

l

l

= ( ) + ( ) − ( )[ ] − −
−









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
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


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+1 1 2
1

1τ
T

T
(3.13)

where B(Tl+1) is the Plank function calculated using the layer upper level temperature, Tl+1,.  An
effective Planck function can be further approximated as

B B T B T B T
a

aeff l l l l l
l

l

= ( ) + ( ) − ( )[ ] +








+1 1
τ

τ
(3.14)

where a is an empirical factor with a value of 0.278 [Clough et al., 1981; Clough et al., 1986].  At
the two extremes, e.g., optically thin layers, Beff ≈B(Tl) and optically thick layers, Beff ≈B(Tl+1).
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The calculation of Plank function as a function of frequency at the forward model frequency grids
(0.0001 cm-1) is very time consuming.  We therefore implemented a piecewise continuous
approximation in this calculation.  The accurate Plank function is calculated at coarser frequency
grids and a linear interpolation is done for the grids in between.

3.3.1.5 Non-LTE

In certain circumstances it is necessary to make allowances for departures of the source function J
from the Planck function.  This will be most important for the case of nitric oxide, which has
significant non-thermal emission from the thermosphere, particularly in the presence of solar
activity. This emission can be a significant fraction of the total measured NO signal. To account for
Non-LTE the forward model must be able to accept the populations of the individual vibrational
levels affected relative to the Boltzmann population, which depends only on temperature.  The
algorithm to be implemented in the forward model for the calculation of NLTE radiances is
provided in Appendix A3.3.1.5.

Two approaches are being explored to obtain NLTE state populations for the TES spectral
measurements:

(1) Estimate the populations of the excited states, using existing models and climatological
temperature and solar irradiance values.  This will provide a non-LTE climatology to be
included as forward model parameters.  For NO, retrieve only the mixing ratio in the
troposphere and lower stratosphere.

(2) Retrieve the populations of the affected vibrational levels at all relevant altitudes, as well as the
mixing ratio distribution.  This would proceed in the same way as retrieval of any other
parameter, by including the relative populations in the state vector, and computing the
Jacobians for them.

3.3.1.6 Radiative Transfer for the Solar Contribution

The contribution to the radiance at the satellite due to scattered solar radiation must be taken into
account in the spectral region 2000-3050 cm-1.  Experience with HIS spectra suggests that, under
solar conditions, there is almost always some solar scattering due to atmospheric hydrometeors and
aerosols in addition to the scattering from the surface.  Empirical techniques will be developed and
utilized to address scattered solar effects in the affected microwindows in addition to the treatment
of the scattered radiation from the surface.  For the nadir case, the radiative transfer including the
surface scattering is given as

Lsat = LL
↑ + εB(Tsfc)T0,L + αL0

↓T0,L + RBRDF(90,θsun)Jsun T sun0,L
 T 0,L (3.15)

where Jsun is the solar source function at the top of the atmosphere, T sun0,L
 is the transmittance of

the atmosphere along the solar refracted path and RBRDF  (90, θsun)  is the surface bidirectional
reflectance.

The solar contributions will be calculated at the monochromatic wavenumber grid.  The appropriate
Doppler shift and radiance adjustment due to the distance of the Earth to the sun will be taken into
account.  Treatment of these effects involves minimal computation time.

The method of calculation will be to use an effective secant for the solar path in each layer, thus
making use of the optical depth calculation being done for the upwelling atmospheric radiation.
The reference radiative transfer model will have the capability to treat solar scattering in the single
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scattering approximation at each layer given a profile of scatterers and their optical properties.  The
initial approach for the limb will be to remove spectra that are strongly contaminated by solar
scattering in the 2000-3050 cm-1 spectral domain, recognizing that if strong aerosol conditions
exist, appropriate methods will be applied to extract as much information as possible for species
optically active in this region [Rinsland et al., 1994].

3.3.1.7 Surface Contribution

The radiance at the satellite including the effects of scattering and reflection at the surface may be
written as,

Lsat = L↑
L + ε B(Tsfc) T0,L + αL↓

0 T0,L + RBRDF(90,θsun) Jsun Tsun0,L
 T0,L (3.16)

where Jsun is the solar source function at the top of the atmosphere, Tsun0,L
 is the transmittance of the

atmosphere along the solar refracted path and RBRDF  (90, θsun)  is the surface bidirectional
reflectance.  The terms associated with the upwelling radiance of the atmosphere, the surface
emitted radiance and the surface reflected solar radiance can be treated rigorously assuming that the
surface emittance is isotropic with emissivity ε and that RBRDF  (90, θsun) properly describes the
solar scattering by the surface.  The radiance due to the surface scattering of the downwelling
irradiance is a rather more complex problem.  First, this term is assured not to be large: if the
atmosphere is in the optically thin regime then the downwelling flux is small, and is further
reduced by the surface albedo so that the radiance at the satellite is dominated by the surface emitted
radiance attenuated by the satellite.  In the optically thick regime, there is no contribution from
other than upwelling radiance of the atmosphere.  As a consequence of this perspective, the
accuracy of the forward model radiance at the satellite is not highly dependent on the accuracy of
the value for the albedo or on the accuracy of the calculation of the downwelling irradiance.

The scattering due to the surface is characterized as either Lambertian or specular.  For the
Lambertian case, the downwelling irradiance, L↓

0, is required.  This is obtained by performing the
radiance calculation along the diffusivity ray (secant = 1.66) [Goody and Yung, 1989].   The
product of this radiance and the albedo provides an excellent approximation to the scattered
upwelling isotropic radiance at the surface.  The motivation for this approach is the low
computational cost with acceptable accuracy.  The layer optical depth for the diffusivity angle is
obtained by multiplying the nadir layer optical depth by the secant angle.  Although an additional
exponential is required, this approach is faster than alternative methods.  In general, the albedo will
be taken as 1-ε with ε a retrieved parameter.

In the case of specular reflection, α assumes the role of a bidirectional reflectance, e.g. RBRDF  (90,
90) for the nadir case.  The downwelling radiance is calculated for the same secant as the upwelling
(secant = 1 in the nadir case) and the same layer transmittances are used for both the upwelling and
downwelling radiances.  This calculation is fast and has full accuracy.

The spectral variation of the emissivity and effective albedo function is slow in relation to the
molecular spectral absorption and the resolution of the TES instrument, enabling the
implementation of Eq. 3.16 to be performed after the spectral convolution associated with the
instrument function.  The extra time required for the FFTs for the three contributions is partially
compensated by the reduced computational effort.  In any case this approach greatly facilitates the
retrieval of the surface properties without the recomputation of the atmospheric contribution.
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3.3.1.8 Simultaneous Multiple Rays

Two computationally expensive stages in the calculation of the radiance at the satellite for a given
ray in the limb mode are the calculation of the spectral absorption coefficients and the calculation of
the spectral radiative transfer.  With the exception of the tangent layer the absorption coefficients
required to calculate optical depths are the same in a given layer for all rays passing through that
layer under the assumption that the layers are spherically symmetric. Consequently, given the
optical depths for a given ray through a layer, the optical depths for all other rays through the layer
may be obtained by multiplying this optical depth by the appropriate ratio of the integrated path
amounts of dry air for the other rays.  For the tangent layer (and perhaps the adjacent layer) the
pressure and temperature are different from that of the prestored pressure grid and the absorption
coefficients must be obtained specifically for the ray through tangent layer.  Using an approach that
retains the information required for the calculation of the required optical depths for all rays in this
fashion, essentially eliminates the cost of multiple lookups of absorption coefficients and with the
subsequent calculations of the optical depth.  The additional quantities to be stored in the general
case is small, namely the number of tangent rays.  We refer to this approach for the limb as a
simultaneous multiple ray approach, since the information for all rays to the satellite is obtained
with a single detailed calculation of optical depth in each layer plus one extra for each tangent layer.

Certain savings of this type can also be achieved in the radiative transfer, principally the calculation
of the Planck functions.  However, the computational cost of the Planck functions in our current
implementation is sufficiently small that the gain in treating the multiple tangent rays
simultaneously may not be warranted.

3.3.1.9 Horizontal Inhomogeneity

At the limb, the path length through the tangent layer can be many tens of kilometers.
Consequently, the assumption that the atmosphere is homogeneous in composition and physical
state may not be valid.  It further follows that the ensuing discussion is tentative and subject to
“lessons learned” once we are on orbit.

The approaches that we shall investigate (in order) are

1) Ignore Line-of-Sight (LOS) gradients in the forward model, retrieve a single profile from a
single set of spectra, and include the effect in the error analysis (i.e. if a gradient exists, the
residuals will increase).

2) Assume some known LOS gradients in the forward model.  For temperature/pressure this can
come from NCEP/ECMWF/DAO data.  For constituents it can come from a first pass using
method (1).  This approach has been used by LRIR, LIMS, and ISAMS.

3) First perform a “nadir-type“ retrieval (but with cold space rather than the Earth’s surface as
background) along the LOS.  The weighting and contribution functions will be strongly peaked in
the tangent layer, but this is where inhomogeneity will have most of its impact.  Use the results
(one for each pixel) as a first guess for the standard limb retrieval.

4) Retrieve the 2-D distribution (or at least a mean profile and a profile of the LOS gradient) from a
single set of spectra.  If horizontal inhomogeneity has a measurable effect on the radiances, then
there is, in principle, information about it from which it might be retrieved.  However this
information might also alias into something else.  Only numerical experiments can tell the
difference.

5) Simplified tomography by sequential estimation. For example, consider successive profiles at
the locations corresponding to three successive measurements.  Call them A, B, and C in time
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order.  Set up an a priori (see later).  Use the B spectra to retrieve all three profiles jointly.  The
result gives the final retrieval for the A profile.  The retrievals so far for B and C become a priori
for the next cycle, and a priori for D, the next location, are obtained by a combination of, for
example, climatology and extrapolation.  Now use the C spectra to retrieve B, C, and D jointly.
This gives the final retrieval for B and the C and D a priori for the next cycle.  Repeat.

3.3.2 Surface Model

3.3.2.1 Surface Radiative Properties

TES nadir data will have many spectral regions that contain information about the surface radiative
properties, (“window” regions).  As discussed in 3.3.1, unless we have additional information
about the bi-directional reflectance, the surface model must choose either a Lambertian or specular
reflectance approximation for the forward model calculation. For either case, we will assume that
the albedo is 1-ε, where ε is the emissivity. For any forward model frequency, ν, the emissivity is
calculated from a linear interpolation.  We can then model the surface contribution with a single
“skin” temperature and the emissivity spectrum, which gives us the flexibility to adjust the
emissivity structure for specific target types.

The a priori emissivity values will be obtained from a database structured by month and lat/lon
coordinates. To populate the database, we will use a combination of ASTER emissivity products,
where available, and emissivities derived from knowledge of the seasonal land cover
characteristics. Although ASTER will have a very coarse spectral resolution, (5 channels between
8 and 12 µm), it measures the reflective properties of actual nadir targets from space. For land
nadir target scenes where we do not have measured emissivities, we will generate the emissivity
first guess using the seasonal land characteristics for the target spot and weighted emissivity
spectra for the specific materials (e.g., deciduous trees or dry grass) that are likely to be present.
Note that the preponderance of our nadir targets are either water or ice, which have reasonably well
known emissivities [Smith et al., 1996 and Masuda et al., 1988].

3.3.2.2 Map of Earth Surface Composition

In order to arrive at a reasonable first guess of emissivity, or where appropriate, the bi-directional
reflectance for a target surface scene, we will need an up-to-date estimate of the seasonal land cover
for the latitude and longitude of each pixel in a given nadir view. Since the footprint of an
individual pixel is approximately 0.5 by 5 km, a database with spatial resolution of order 1 km (or
32 arc-seconds) should suffice.  An existing database of land cover characteristics with 1 km
resolution is described in Appendix 3.3.2.3. This database can be used for our initial algorithm
development and testing, however, it is also important to note that improved databases, tailored
more to the needs of infrared spectral remote sensing, should be available by TES launch.

For the TES Level 2 algorithm to access this type of data efficiently, the global maps will likely
need to be reformatted from separate seasonal images to a look-up table of land cover type vs.
season or month, latitude and longitude. The land cover type from the table would then
specify the emissivity function to be used in the first guess of the surface model parameters. If a
particular land cover type required further differentiation, such as snow/ice or dry/wet grasslands,
additional information, if available, could be employed. If no additional information were
available, default values for the emissivity of the ambiguous land cover type would be used.

3.3.2.3 Digital Elevation Model

The digital elevation map (DEM), together with NCEP sea level pressures and the hydrostatic
equation, are used to estimate the surface pressure at the location of an observation for nadir
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retrievals. The DEM simply provides the difference in altitude between the location of an
observation and sea-level pressure reference geoid. Integration of the hydrostatic equation, using
this elevation difference and the a priori temperature profile, gives an estimate of the surface
pressure.

There are a number of global DEMs available. The only issue is horizontal resolution and vertical
accuracy. The highest spatial resolution DEMs with global coverage are limited to latitude-
longitude bins of 5 arc-minutes. At the equator this corresponds to an area of 9.28 x 9.28 km2,
somewhat larger than the 8.5 km along track by 5.5 km cross-track nadir footprint of (i.e. the
coverage of a 16-pixel TES detector array). The altitude at the pixel is estimated from a 2
dimensional linear fit and interpolation of the DEM elevations along the spacecraft track.

The requirements for DEM altitude accuracy is driven by the requirement that errors in total column
density be less than 0.5%. This translates into a maximum allowable elevation error of about 42 m
near sea level.

A candidate map is the ETOPO5 5-arcminute gridded elevation data:

    http://www.ngdc.noaa.gov/mgg/global/etopo5.html   

This DEM is maintained by and available via ftp from NOAA's National Geophysical Data Center:

    http://www.ngdc.noaa.gov/seg/fliers/se-1104.html   

The map was assembled from a variety of data sources with varying horizontal resolutions and
vertical accuracies. The USA, Europe, Japan and Australia are true 5-minute data with vertical
resolutions of 1 m. Data for Africa, Asia, and South America vary in resolution from ± a few
meters to as much as 150 meters in the vertical and in few data deficient areas were assembled from
1 degree horizontal resolution data.

Another candidate data set is the GTOPO30:

    http://www.ngdc.noaa.gov/seg/globsys/globe.html   

under development at NOAA's National Geophysical Data Center. It improves upon the ETOPO5
map with increased horizontal resolution (30-arc-second or 1 km grid). Currently, this map covers
about 60% of the Earth's land surface. It is anticipated that this data set will cover the Earth's
complete land surface before launch of the CHEM platform.

The EOS Product Generation Software Tool-Kit provides routines to extract the elevation data
from both of these DEMs.

3.3.3 Radiative Transfer for Aerosols

The capability to treat aerosol radiative effects is an important aspect of the radiative transfer to be
included in the forward model.  The principal contributions to the radiative transfer associated with
aerosols are somewhat different for the nadir and limb viewing modes.  In the nadir mode the
principal contribution is from boundary layer aerosols in the most common case with the flux
driven by the radiance associated with the surface.  In the limb mode, the dominant contribution to
the spectral radiance along the line of sight will originate in the tangent layer with scattering into
and out of the beam in that layer.  To obtain an acceptable estimate of the scattering effects, the up
and down welling fluxes or reasonable proxies are required.  The approach to the problem of
developing a satisfactory algorithm for an operational code for scattering atmospheres will be to
obtain simulated radiances including aerosol multiple scattering using radiative transfer codes of
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high accuracy ( e.g. DISORT and CHARTS; Moncet and Clough, 1997), for typical TES viewing
geometries.  Using these simulated radiances, a number of modifications to the radiative transfer
algorithm will be explored.  It is anticipated that different algorithms will be developed for the nadir
and limb viewing cases.

The initial approach will be to use a two stream approximation to see how well the simulated
radiances can be modeled.  Assuming that a single scattering approach is sufficient, we will
develop an accelerated algorithm that adapts elements of the two stream approximation, re-using as
much of the clear sky forward model algorithm as possible. It is anticipated that the aerosol
properties to be required by the forward model are the effective path length, the aerosol extinction
coefficient, and an effective single scatter albedo.  It is important to note that a full residual
spectrum will be available at the conclusion of the TES retrieval process.  These residual spectra
(or averages of residual spectra) will enable us to search for aerosol spectral features and possibly
retrieve some of the aerosol properties.

3.3.4 Solar Source Function

Extraterrestrial solar radiance will contribute to the TES observed radiance in the 2000-3050 cm-1

spectral regime. In order to accurately model the impact of the solar source radiance in the
spectrum, the solar source function of Kurucz [1995, 1992, 1984], shown in Figure 3 - 1, is used
in the forward model. It is the result of a radiative transfer calculation based upon solar
measurements, including those of ATMOS [Gunson et al., 1996], with a resolution of 0.0040 cm-1

at 2000 cm-1 and 0.0061 at 3050 cm-1. The spectra are interpolated and stored on a 0.0001 cm-1

grid.

Given the solar function J
SUN

, total transmittance through the atmospheric path T0,L, and surface
albedo α, the solar contribution to the radiance observed at the satellite L

SUN is given as

Lsun = Jsun T0,L α, (3.17)

where α=1 in limb viewing mode.  This source function results from a spatial integration over the
solar disk and is provided at monochromatic resolution.  For radiative transfer calculations using
the solar source function, the proper Doppler shifts between the scattering medium (nadir view)
and the sun must be applied to the spectrum.
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Figure 3 - 3: Monochromatic solar spectrum over the spectral region relevant to
TES (Kurucz, 1995).

3.3.5 Instrumental Line Shape Spectral Convolution and Apodization

The measurement of radiance by off-axis detectors introduces self-apodization, frequency scaling,
line broadening, and asymmetry to the instrumental line shape (ILS).  These effects can be
modeled analytically.  For a known spatial illumination, this model leads to a technique that
corrects for most of the off-axis effects in Level 1B processing, but does not remove the residual
asymmetry in the ILS.   As a result, this asymmetry must be modeled in Level 2.   A detailed
description of this algorithm and a sensitivity analysis to model errors in illumination are presented
in the TES Level 1B ATBD.

Additional apodization may also be applied to the measurement and forward model spectra in order
to facilitate retrievals on microwindows.  The choice of apodization functions for a given retrieval
is discussed in Section 3.8.7.

3.3.6 Field-of-View Spatial Convolution

The TES forward model derives the effective radiative response of a pixel at the satellite by
performing a trapezoidal integration of the Field Of View (FOV) function with the representation of
the radiance field provided by multiple rays originating at specified tangent points.  The set of
refracted path radiances, L(θk), is obtained by running the forward model over TES prescribed
tangent pressure levels, k=0, … N, with corresponding zenith angles at the satellite, θk.  The TES
instrument spatial FOV function ΨFOV is stored on an angular grid θj, j = 0, … N appropriate for the
trapezoidal integration. The forward model radiances, L(θk), are interpolated to match the ΨFOV grid

^
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using a four point Lagrange method for unequally spaced points with continuous first derivatives
and are then convolved with ΨFOV to obtain the effective radiance at the detector. The calculated
radiance at the satellite Lsat is given as

Lsat = ∑L(θj) ΨFOV (θj), (3.18)

where

L(θj) = a-1 L(θk-1)+a0 L(θk)+a1 L(θk+1) + a2 L(θk+2) (3.19)

The Lagrange coefficients a-1, a0, a1, and a2 are defined as follows:

a-1  =  p(-1+2p- p2)(1+ c1)

a0  =  p2(2p-3+(1-p)) (1/(1+c2))+1

a1  = p2 ((3-2p)+p((1-2p+ p2)(1/(1+c1)))

a2  = p2 ((-1+p)(1/(1+ c2)))

with

c1 = (θk-θk-1)/(θk+1-θk)

c2 = (θk+2-θk+1)/(θk+1-θk)

The usual fractional interpolation parameter p corresponds to the fractional angular distance
between rays designated θk and θk+1.  Analytic partial derivatives of LSAT with respect to θ  can be
calculated at little computational cost from the expression obtained by differentiating L(θ) with
respect to θ.  These derivatives are required for the Jacobian used for the retrieval of pointing angle
(see Section 3.8.4.2.3).

j
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Figure 3 - 4: Diagram for TES pointing geometry and FOV convolution in limb
mode

3.3.7 Absorption Coefficient (ABSCO) Tables

3.3.7.1 ABSCO Table Generation (Using LBLRTM)

The absorption coefficients  for a given molecular species as functions of pressure, temperature,
and frequency will be pre-calculated and stored using TES LBL (a line-by-line code described in
next section) without any line rejection approximation.  The corresponding pressures will be the
TES forward model layer effective pressures pre-calculated using US standard global average
temperature profile.  At each pressure, about ten temperatures are calculated at every 10 K.  A ±60
K temperature band centered at the US standard atmospheric temperature profile [1976 US
Standard] is used to limit the temperature grids at a given layer.

Temperature interpolation for total layer optical depth, which is the sum of the layer optical depths
for all the molecules considered, will be performed to interpolate OD at pre-defined temperature
grids to the TES retrieved atmospheric layer effective temperature.  The interpolation scheme will
be a three-point Lagrangian method.  The pressure interpolation for the layer optical depth will not
be required except for the surface layer in the nadir case and for the tangent layer in the limb case.
Detailed discussions and validations of this pressure interpolation issue are in section 3.3.7.4.

In the case of tropospheric water vapor, the self-broadening effect cannot be neglected.  The H2O
volume mixing ratio (q) is therefore another variable in the ABSCO tables for tropospheric H2O.
Since the dependence of the H2O absorption coefficient on its q is nearly linear for a given
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temperature and pressure, we use linear interpolation/extrapolation in q to calculate the H2O
absorption coefficient at layer H2O effective q for the three temperature grids before doing the
temperature interpolation described above.  The two tabulated q grids are for extremely dry air, qdry
= 10-8, and for 90% of the saturation q at the given temperature and pressure grid, qwet = 0.9*qsat.

In general, by comparison to real time line-by-line calculations of ABSCO, the advantage of table
lookup is to speed up greatly the calculation of the required spectral optical depths.  However,
there are spectral regions in which lines are sparse for a given molecular species.  In these cases,
the computational cost of the line-by-line calculation may be comparable or faster.  The evaluation
of this situation is underway which include exploring the data computations and accelerated
interpolations .  TES team has started to study the data storage issue.  In the light of using spectral
microwindows for TES retrievals and the advancing of the computing technology, it seems that it
is not very difficult to handle the required storage for TES ABSCO table files.

The effect of interpolations (temperature, pressure, and tropospheric q) on TES retrievals will be
examined thoroughly.  Preliminary studies for a nadir case show that comparing to the spectral
radiance calculated by line-by-line code, the radiance differences are less than 0.5%. A significant
advantage of the ABSCO approach is that the accuracy of the absorption coefficient calculation is
not limited in any way by computational cost considerations.  In addition, the spectral absorption
coefficients are readily amenable to empirical adjustment as atmospheric measurements may
suggest for improved retrievals.

3.3.7.2 TES Line-by-Line Code

The line-by-line model being developed for TES (TES_LBL) to calculate spectral absorption
coefficients is an advanced version of the module performing the comparable operation in
LBLRTM (e.g. Clough et al., 1995) which itself is based on the FASCODE line by line model
[Clough et al., 1981].  These models have a long history of validation in the spectral radiative
transfer community. TES_LBL is being developed to calculate only spectral absorption
coefficients, to provide greater algorithmic accuracy, to be reasonably efficient and it is to be
written such that the connection between the physics and the coding is more apparent.  TES_LBL
is being developed (1) to be run off line for the generation of absorption coefficients for a lookup
table to be used subsequently in the radiative transfer calculation; or (2) to be incorporated directly
into the forward model  to be used as part of the online radiative transfer calculation.  In the latter
case options will be invoked to accelerate the calculation with some small loss of accuracy, e.g.
line rejection.

TES_LBL includes the following important attributes:  (1) the Voigt line shape is used at all
atmospheric levels with an algorithm based on a linear interpolation between precalculated Voigt
functions; (2) all relevant parameters from line databases including HITRAN are utilized including
the pressure shift coefficient, the halfwidth temperature dependence and the coefficient for the self-
broadening of water vapor; (3) an improved version of the TIPS (Total Internal Partition Sum)
program is used for the temperature dependence of the line intensities [Gamache et al., 1990]; (4)
the effects of line coupling are treated to second order with the coefficients for carbon dioxide in
the 600 - 800 cm-1 region included explicitly [Hoke et al., 1988];  (5) an explicit formulation is
included to address the non-Lorentzian behavior of the wings of carbon dioxide lines. For
molecules having an associated continuum, the spectral absorption coefficient calculation utilizes a
line shape such that the result of combining the line and continuum contributions provides the
correct result.

There have been extensive validations of the LBLRTM model against both upward and downward
radiance observations taken by a number of different instruments for a range of atmospheric
conditions  [Tobin et al., 1999; Mlawer et al., 1997; Clough and Iacono, 1995; Clough et al.,
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1992].  The assessment of this model has principally been accomplished under the DoE ARM
program.  In general, the spectral residuals from these validations have been acceptably low for the
purposes of TES.  There are spectral regimes where continuing evaluation and improvement is
required, including the 650-800 cm-1 carbon dioxide region, the methane region at 1300 cm-1, and
the carbon dioxide bandhead at 2385 cm-1.  The magnitude of the residuals is such that errors
including the specification of atmospheric state, line parameters and instrument function are of
similar order as those of the model errors presenting a significant challenge to model improvement.

Figure 3 - 5: Observed HIS spectrum and LBLRTM calculated results in
equivalent brightness temperature for CAMEX case (a) and observed-calculated

differences (b). The nadir measurement was taken from 20 km on the NASA ER2.

As an indication of the current level of model performance for a portion of the longwave spectral
region, we provide in Figure 3 - 5a a radiance spectrum in equivalent brightness temperature
obtained with the U. of Wisconsin High-resolution Interferometer Sounder (HIS).  The data were
taken from the NASA ER2 aircraft during the 1993 Convection and Moisture Experiment
(CAMEX) aircraft at an altitude of 20 km in a nadir view over the ocean.  The resolution of the
unapodized spectrum is 0.22 cm-1 (hwhm).  The absolute radiometric calibration is better than 1K
with the relative calibration better than 0.5K.  In Figure 3 - 5b we indicate the difference between
the brightness temperature spectrum of Figure 3 - 5a and a calculated spectrum utilizing LBLRTM
with the HITRAN96 line parameter database [Rothman et al., 1998]. Despite the limitation that the
atmosphere utilized for the validation was obtained from radiosonde data that was neither co-spatial
nor co-temporal, the comparison is extremely good.  The surface temperature and emissivity have
been adjusted to minimize the brightness temperature differences in the atmospheric window
region.  The ozone residuals in the 1000-1100 cm-1 region have been improved by utilizing a
retrieved ozone profile obtained from the spectral data.  The effects of heavy molecules including
CCl4, CFC11 and CFC12 have been into account.  Carbon dioxide line coupling effects have been
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accounted for using the temperature dependent first and second order coupling coefficients of Hoke
et al. [1988].  The sharp spectral residual at 668 cm-1 is actually due to warmer carbon dioxide in
the instrument area rather than to line coupling effects.  The regularly spaced spectral residuals in
the 600- 650 cm-1 and 700-760 cm-1 regions are associated with carbon dioxide and are either due
to remaining issues with carbon dioxide line shape or with problems with the characterization of
the instrument function..  The remaining relatively random residuals in this spectral region are
associated with water vapor and are related to errors in the halfwidths and strengths of the weak
water vapor transitions, predominantly transitions in the pure rotational band.  A contribution to the
spectral residuals undoubtedly results from errors in the atmospheric temperature and humidity
profiles. Of particular note is the high quality of the spectral radiance data in terms of the
photometric calibration, the noise and the spectral calibration.

3.3.7.3 Cross-Section Code

Similar to the table look up / temperature interpolation strategy used for the absorption coefficients
of line molecules, the cross-section data table for heavy molecules will also be pre-generated at pre-
defined pressure and temperature grids.  These layer pressure and temperature grids will be the
same as the grids used for the line species (section 3.3.7.1).  The 3-point Lagrangian interpolation
scheme will also be used for temperature interpolation.  Section 3.3.8.2 and the associated
appendix discussed the method used for temperature/pressure interpolations from the laboratory
measurement grids to the TES table T/P grids.

3.3.7.4 Pressure Interpolation

An advantage of using fixed pressure levels bounding the TES forward model atmospheric layers
is the ability to ignore the interpolation of species absorption coefficients in pressure at all layers
except two: the layer nearest the Earth's surface in the nadir case, and the tangent layer in the limb
case.  We have conducted a study to examine the changes in layer effective pressures for all the
possible layer atmospheric temperature gradients and the effect of pressure interpolation on the
simulated spectral radiance.

With a fixed layer boundary pressure, the change in the layer effective pressure (P) depends mainly
on the changes of the boundary temperatures and on the instrument viewing direction.  Fifteen
averaged temperature profiles of 1997 are calculated using data obtained from the NOAA CDC site
(    http://www.cdc.noaa.gov/cdc/reanalysis   ): global averaged, global maximum, global minimum,
four seasons for tropics, four seasons for mid-latitude, and four seasons for the polar region.  We
also constructed an extreme temperature profile: ± 20 K on odd and even levels of the global
averaged temperature points, respectively.  These temperature profiles are used to calculate the
layer effective pressures for 24 atmospheric layers between 1000 and 10 hPa for three TES
viewing modes: nadir angle = 0, nadir angle = 45°, and a limb viewing case.  A standard P profile
is calculated using the global average temperature profile and for the nadir angle = 0 case.  This
standard layer effective pressure profile is the pressure profile used to generate the species
absorption coefficient tables.

In the two nadir cases, the layer P for the considered temperature profiles are seen to be extremely
close to the standard P profile.  The unrealistic temperature profile results in less than 0.3%
differences in P, and all the other realistic temperature profiles result even small differences in P
(less than 0.11%).

In the limb case, the largest disagreement in P occurs at the tangent layer (~3.2%) for all the
temperature profiles, comparing to the nadir standard P.  The differences in the layer next to the
tangent layer are reduced to about 0.5%.  We also found that the effect of different temperature
profiles on the limb tangent layer P is very small, which means that we may need a standard limb
tangent layer P profile for the limb case if the ~3.2% difference is a problem in the level 2 process.
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In conclusion, the standard P profile calculated using global averaged temperature profile for TES
nadir (θ = 00) mode can be used as the pressure grids for the absorption coefficient tables, and the
interpolation in pressure is not needed for most cases.  The two exceptions are the limb tangent
layer and the surface layer.  In the case of the limb tangent layer, the absorption coefficient table at
the standard limb tangent layer P profile calculated using global averaged temperature profile for
TES limb mode may be needed.  In the case of the surface layer, which will be thinner than our
fixed layers near the surface, the option would be to perform pressure interpolation if it is
necessary.  The preliminary comparisons of spectral radiances using the standard P profile and the
“real” P profiles strongly support this conclusion (the radiance differences for the nadir case are
less than 0.05% and for the limb case are less than 0.1%).

3.3.8 ABSCO Databases  

3.3.8.1 Line Parameters

The line-by-line portion of the TES spectroscopic database contains transitions for individual
infrared active molecular species and their isotopomers within the spectral range defined by the
TES nadir and limb observations.  The numbering of the species, the format and definition of the
parameters, and the contents of the TES spectral parameters database are currently identical to those
in the 1996 HITRAN compilation [Rothman et al., 1998].  The status and quality of the HITRAN
parameters have been reviewed by Rothman et al. [1998].  Here we highlight the known, key
limitations of the 1996 HITRAN parameters for the molecules and spectral regions of importance
to TES, laboratory work in progress, and published results not incorporated in HITRAN.  As was
done for the ATMOS project [Brown et al., 1996], the TES spectroscopic database will be updated
to satisfy the specific needs of the TES project.  The discussion, shown in Appendix 3.3.8.1,
proceeds on a molecule-by-molecule basis, with the anticipated changes described for each
molecule in ascending wavenumber order.

3.3.8.2 Cross-Sections

For heavy molecular species such as chlorofluorocarbons (CFC’s), hydrochlorofluorocarbons
(HCFCs), SF6 , N2O5,  and, in part, ClONO2, spectral absorption cross-sections measured at
atmospheric conditions are required [Massie et al., 1985; Camy-Peyret et al., 1987 and Massie and
Goldman, 1992].  This is essential, since the small rotational constants, low vibrations and strong
hot bands of such molecules preclude complete modeling of the individual line transitions. The
1986 and 1992 editions of the HITRAN compilation introduced temperature-dependent cross-
sections but neglected the effect of pressure broadening [Ballard et al., 1988, McDaniel et al.,
1991; Massie et al., 1991; Cantrell et al., 1988].  More recently, pressure-temperature cross-
sections sets have become available [Varanasi et al., 1992a; Varanasi, 1992b; Varanasi, 1992c].

The absorption cross-section, κv , is defined as

κν = (-lnTν)/nL (3.20)

in terms of the spectral transmittance T  at wavenumber ν, temperature T and pressure P, of column
density n along an optical path of length L (cm).  It is presented at several (T,P) combinations
representing atmospheric layers given in commonly tabulated atmospheric models as well as
conditions encountered in the polar regions.

Table 3 - 1 shows the datasets that have been adapted for TES, from an updated set of
measurements provided by Varanasi [private communication, 1997].  These form an extension of
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the cross-sections of CFC-11, CFC12, HCFC-22, and SF6 provided by Varanasi for 1996
HITRAN [Varanasi and Nemtchinov, 1994; Li and Varanasi, 1994; Varanasi et al., 1994;
Rothman et al., 1998],  and also include CF4.  The cross-sections of CCl4 listed in 1996 HITRAN,
which originate from the work of Orlando et al. [1992] have been replaced by those of Varanasi,
for TES.  These cross-sections  were measured using a high-resolution Fourier-transform
spectrometer.  For these species,  a spectral resolution of 0.03 cm-1 was used for most of the
broadening pressures used in the experiments, while at 40 torr and lower 0.01 cm-1 was used.  The
data were obtained at temperatures between 180 and 296 K and are free from instrumental
distortion, since the spectra were recorded at a spectral resolution that was sufficiently high at each
broadening pressure used.

Table 3 - 1:   IR cross-section data prepared for TES

Molecule Wavenumber
Range (1/cm)

Temperature
Range (K)

Pressure Range
(torr)

Number of P,T
sets

CCl4 770-812 208-297 8-760 32
CFC-11 810-880 190-296 8-760 55
(CCl3F) 1050-1120 190-296 8-760 55
CFC-12 810-965 190-296 8-760 51
(CCl2F2) 1040-1200 190-296 8-760 51
HCFC-22
(CHClF2)

760-860 216-294 40-760 7

SF6 925-955 216-295 25-760 7
CF4 1250-1290 180-296 8-760 54
HFC134a
(CFH2CF3)

1000-1350 253-287 0 3

For the purpose of TES codes, the cross-sections, which are originally given at different spacings
(chosen according to resolution and pressure) were interpolated to a constant step of 0.0025 cm-1.
A special P-T interpolation was devised for conditions different from the laboratory data.  Table 3 -
1 shows the data sets prepared on the TES system and Appendix 3.3.8.2 describes the P-T
interpolation program XSFINT.

The data are stored in HITRAN format, i.e. as separate files for each individual molecule.  Each
portion of the file corresponding to a particular temperature-pressure pair begins with a header that
contains information on the wavenumber (cm-1) range, number of cross-section data in this set,
temperature (K), and pressure (torr). The maximum value of the absorption cross-section
(cm2/molecule) and additional information containing the reference to that observation are also
presented in each header.  The wavenumber spacing of the cross-section listings is uniform for
each of the pressure-temperature sets, and is determined by taking the difference between the
maximum and minimum wavenumber and dividing by the number of points (cross-section data in
this set).

The rest of the molecular cross-sections sets are taken from the 1996 HITRAN database, which,
compared to 1992 HITRAN, provides an update for ClONO2.  In addition to the ClONO2  ν 4  line
parameters, new cross-sections for the ClONO2 in the 1265-1325 cm-1 region at 201, 211, and 222
K are available from 1996 HITRAN, as provided by Orphal et al. [1994].

The increased use of hydrofluorocarbons (HFCs), which are expected to replace CFCs and
HCFCs in many applications in order to reduce the deleterious effects of released chlorine on the
atmospheric ozone layer, will add another absorber in the IR ’window’ region, 8-12 µm.  Cross-
sections data for a number of HCFCs have become available [Clerbaux et al., 1993; Smith et al.,
1996].  More recently, Smith et al. [1998] determined the cross-sections of HFC-134
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(CHF2CHF2) and HFC-143a (CF3CH3).  All of these data are already available on the GEISA
database [Jacquinet-Husson et al., 1998] and will also be available on a future edition of HITRAN.
At this time we prepared in TES format the cross-sections of HFC-134a (from Clerbaux et al.,
1993) which is considered as one of the most popular HCFC’s.

3.3.8.3 Aerosols

The HITRAN 1996 compilation [Rothman et al., 1998] contains auxiliary tables in ASCII for
various atmospheric particles.  The index of refraction tables include water and ice (the
composition of cloud particles), aqueous sulfuric acid (the composition of volcanic aerosols), and
nitrate acid trihydrate and aqueous HNO3/H2O (possible compositions of polar stratospheric
clouds).  The tables have individual wavenumber ranges, increments, and data formats.    A
description of the individual files is reported in Table 10 of Rothman et al. [1998].  Massie [1994]
reviewed the indices of refraction which form the basis of the files on HITRAN 1996 [Rothman et
al., 1998].  Note that most of the available measurements were obtained only at room temperature.

The emission measurements obtained by TES will display enhanced radiances due to the scattering
and absorption by aerosol particles.   As is well known, sulfate aerosol injection into the
stratosphere after a major volcanic eruption will greatly increase radiance levels.  At such times,
strong aerosol bands appear throughout infrared limb spectra [Rinsland et al., 1994].

3.3.8.4 CKD 3.0 Continuum

A new continuum model is being developed for TES.  This model includes continua due to water
vapor, carbon dioxide, oxygen  and nitrogen.  The water vapor continuum [Clough et al., 1980
and Clough et al., 1989] and carbon dioxide continua are developed and utilized such that when the
continuum contribution is added to the line by line component, agreement with observation is
achieved.  These continua have slow spectral dependence and known thermodynamic scaling.  The
continua for oxygen [Thibault et al., 1996] and nitrogen  [Lafferty et al., 1996] are due to collision
induced effects resulting from collisions with the respective molecule and the molecules comprising
the air.

The water vapor continuum plays an important role in atmospheric radiative transfer providing
increased opacity between spectral lines over the full spectral region from the microwave to the
visible.  The continuum is important to the physical solution of the inverse problem, the remote
sensing of atmospheric state to retrieve temperature, water vapor, and trace species profiles as well
as surface properties.  There are two components to the continuum:  the self-broadened continuum
(Cs), dependent on the square of the partial pressure of water vapor, and the foreign-broadened
continuum (Cf), dependent on the product of the water vapor partial pressure and the dry air
pressure.  As a consequence the self-broadened continuum tends to be more important in the lower
atmosphere while the foreign-broadened continuum tends to be more important in the middle to
upper troposphere.  A comprehensive continuum model based on a single line shape for all
transitions from the microwave to the visible has provided generally acceptable results [Clough et
al., 1989; hereafter CKD].  The general formulation for the absorption coefficient associated with
the continuum is given by

κ ν ν ρ ρ ρ ρc B H O s air fhc k C C= ( ) ( ) ( )[ ]tanh / / ˜ / ˜2
2 0 0T (T) + (T) (3.21)

with the usual definitions.

The CKD model has evolved with empirical adjustments over time to provide improved agreement
with measurements (e.g. Clough, 1995).  The current version of the model, CKD_2.2, has been
modified on the basis of two recent observations:  (1) the measurement of the downwelling
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radiance at Kavieng, New Guinea by Han et al. [1997] which indicated that the self-broadened
continuum gave rise to an 8K error in brightness temperature at 950 cm-1 for an atmosphere with
~6 precipitable cm of water vapor; and (2) a clear indication that the foreign continuum was in error
in the wings of the 1600 cm-1 water vapor band as observed by Revercomb and colleagues at the
U. of Wisconsin.  These modifications are significant in the context of remote sensing from space.
Of interest is the fact that the spectral character of the continuum in the 950 cm-1 window has the
effect of decoupling the atmospheric radiance of the moist atmosphere in the boundary layer from
the surface emission, thereby significantly improving the accuracy with which boundary layer
water vapor and surface brightness temperature can be retrieved (given the spectral emissivity of
the surface).  Examples of the role of the continuum for atmospheric observations may be found in
Clough et al. [1992] and Mlawer et al. [1997].

As a result of more stringent accuracy requirements for remote sensing applications and with the
availability of improved laboratory measurements and atmospheric observations, an entirely new
water vapor continuum formulation is being developed [Mlawer et al., 1999].  The basis for the
new formulation is an important new set of laboratory measurements by Tobin et al., 1996.  The
laboratory measurements are for 296K. The foreign continuum coefficient is taken as temperature
independent consistent with the CKD model.   The temperature dependence of the CKD model has
been adopted for the self continuum.   The new formulation involves not only line wing effects but
also two types of collision-induced effects, one with high spectral content and the other with very
slow spectral characteristics.  The principal consequences for remote sensing are with respect to the
foreign continuum,  important in the upper troposphere for the retrieval of water vapor and for the
background spectral radiance for retrieval of trace species including NO.   An interim version of the
new continuum is currently available and has been applied to atmospheric observations in the arctic
by Tobin et al. [1999] with encouraging results. The agreement between observation and
LBLRTM calculation with the new continuum in the 400-500 cm-1 region in an extremely cold
environment provides confidence that the model will perform well in the middle –upper
troposphere in the 1200-2000 cm-1 region of importance for TES retrievals.  The new formulation
has significantly higher spectral content than the CKD continuum model.  It is anticipated that the
self continuum coefficients will be stored on a 0.5 cm-1 grid and the foreign continuum on a 0.1
cm-1 grid.

3.4 JACOBIANS

The sensitivity of spectral radiance at the satellite to the perturbations of retrieved parameters
included in the retrieval vector is the Jacobian matrix, K .  In general, K  = ∂F/∂x, where F is the
forward model radiance and x represent a retrieved parameter, such as temperature at level l.

3.4.1 Finite Difference

Evaluating Jacobian using finite difference method is straightforward.  For example, K  can be
calculated as [F(x+∆x) - F(x)]/∆x, where ∆x is a small perturbation of parameter x.  If terms
F(x+∆x) are calculated for all retrieved parameters by carrying out forward model many times, the
algorithm is not very efficient considering that many layer quantities (see 3.3.1.3 and 3.3.1.4) will
be unnecessarily calculated over and over again. The computation if not optimized can be
expensive and the accuracy of the derivatives is more prone to numerical error and nonlinear
contributions.

Based on the algorithms for TES forward model (3.3.1.4), the accelerated finite difference method
to calculate Jacobian would be to calculate F(x+∆x) in the same computational loop through
atmospheric layers while F(x) is recursively calculated.  At each layer, the necessary layer
quantities required will be used to calculate both F(x) and F(x+∆x), such as absorption
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coefficients, Planck functions, etc.  The implementation of this accelerated method is relatively
straightforward and it should provide a good standard to validate the analytical algorithms
described below in both accuracy and computation speed.

3.4.2 Analytical

3.4.2.1 Temperature and Gas Concentrations

Due to the form of the radiative transfer equation (equation 3.8), the analytic derivative of the
radiance at the satellite with a change in parameter xl  at level l , is most expeditiously obtained in
terms of associated layer quantities, so that we have
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in which xl  is an element of the retrieval vector associated with level l  and x j  is the associated
layer quantity for layer j.  Note that in general, x may be mixing ratio (log mixing ratio) or
temperature in this context.

In this section we focus on the computation of ∂
∂
L

x
sat

j

, noting that 
∂
∂
x

x
j

l

 is independent of

wavenumber.  Differentiating Eq. 3.8 with respect to x j  we obtain

  

∂
∂

= ∂
∂

+ ( ) ∂
∂

+ ∂
∂

+
∂
∂

↑ ↓
↓L

x

L

x
B T

x

L

x
L

x
sat

j j
sfc

L

j j
L

L

j

ε α α
T

T
T0 0

0 0
0, ,

,

  
= ∂

∂
+ ∂

∂
+ ( ) +[ ] ∂

∂

↑ ↓
↓L

x

L

x
B L

xj

L

j

sfc

L

j

α ε αT
T

0
0

0

0

,

,T (3.23)

The formula for the limb case is straightforward: the emissivity ε and the albedo α are set to zero
and unity respectively.

Appendix A3.4 gives the detailed derivations and discussions on each of the above terms.  In
summary, equations (A4.12), (A4.13) and (A4.15) in the appendix are used to evaluate the
derivative of total transmittance with respect to layer species VMR, layer H2O VMR, and layer

temperature,
  

∂
∂
T0, ,L

lx
 respectively.  Equations (A4.22) and (A4.25) together with part of (A4.12),

(A4.13), and (A4.15) are used to calculate the derivative of upwelling radiance with respect to the

layer quantities, 
∂
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.  Similar algorithms apply to the term
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.

The important strategy is that in calculating the total transmittance,   T l L,  from TOA to a given layer
the calculation starts from TOA.  If at some level Lmin that   T L Lmin , becomes less than a small
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threshold value, the contributions of downwelling and surface terms as well as the upwelling
portion below this level may be ignored.

3.4.2.2 Surface Properties

The possible retrieved parameters for the surface are the surface temperature Tsfc,  emissivity ε(ν)
and albedo α(ν).  The Jacobians for these parameters are calculated analytically.  Derivations are
straightforward given that the surface contribution to the total radiance is a separate term in the
radiative transfer equation 3.8.  Emissivity and albedo functions can be expressed as either
polynomial functions of frequency or tabulated on a course spectral grid (no finer that 10 cm-1

spacing).  For tabulated ε(ν) on a frequency grid with any two adjacent table points at νa and νb,

the emissivity at ν, where  νa ≤ ν ≤ νb, is given by:

Assuming the albedo is defined on the same grid, we have the following surface Jacobians:

3.4.2.3 Limb Background Parameters

Using Equation 3.8 for the limb case, we have Lsat = L↑
L.  In order to adjust for any background

radiance as described in 3.5.2.1, we can assume Lsat = [a(ν-νmin)/( νmax -νmin) + b] + L↑
L where a

and b are arbitrary slope and offset radiances and νmin and νmax are the endpoints of the
microwindow under consideration. The Jacobians for a and b are calculated analytically from the
above expression.
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3.4.2.4 Pointing

In the limb case, retrieving instrument pointing angle needs to be carried out as part of the profile
retrievals.  Recall that the TES forward model radiances for the rays along the field of view
directions starting from pre-defined tangent pressure levels are interpolated in zenith angle and
convolved with the instrument field of view function (section 3.3.6).  Only one angle, the
instrument pointing angle (e. g. the zenith angle for the optical axis) determines the relative
“alignment” between the pixel dependent FOV functions and the radiance rays.  The derivative of
pixel radiance with respect to this angle can be calculated by perturbing this angle, equivalently
shifting the FOV function relative to the forward model rays by a delta angle, and performing the
convolution again.  The difference of the perturbed and the reference convolved radiances divided
by the delta angle gives the pointing angle Jacobian.

3.5 RETRIEVAL

3.5.1 General Strategy

Our goal is to have a single, flexible, efficient retrieval code that can be used in a variety of ways
under control of a driver table.  The approach is to use non-linear least squares spectral fitting,
based on the so-called optimal estimation technique [Rodgers, 1970].

For a particular observation set, the retrieval will be run a number of times for different parameters.
The runs will mostly be sequential, with retrieved quantities from one stage feeding the next as
fixed inputs.  Computational gains from parallelization can be achieved by processing multiple
observation sets at the same time.

Each retrieval will be supplied with an initial full state vector, along with other information needed,
including an initial guess and possible a priori information.  The initial guess may be derived from
a preliminary, simplified retrieval (see section 3.5.4.2). The availability of temperature and
moisture fields from NWP models is also expected to be very useful in this context.

As an example of an initial retrieval strategy the following approach will be evaluated.  The limb
and nadir spectra will be treated independently.  This is the simplest approach, and allows partial
results from incomplete observation sets. The first step in the limb case will be the simultaneous
retrieval of the pointing angle and the temperature field in the spatial regime associated with the
pixel just below the tropopause.  This retrieval will be followed by the retrieval of the full
temperature profile, which will likely be used as the initial guess for the nadir temperature retrieval.
In the nadir case, the temperature and water profiles will be retrieved first.   Next, the N2O profile
(limb) or column (nadir) will be retrieved to verify cloud free conditions.  Individual (or combined)
species retrievals will follow.  Because the nadir ozone retrieval will use a relatively broad spectral
region, it will probably be done last.  Also, because of the stratospheric overburden, the limb
ozone profile could be used for the initial guess for the nadir retrieval.

A detailed retrieval strategy requires further study, and will be modified in the light of experience
with real data. The retrieval strategy will be implemented by defining the sequence of stages, with
their inputs and outputs.  These definitions will form a driver table that will be used to control the
retrieval process. A stage will be defined by the following parameters:

- quantities to be placed in the retrieval vector
- source of first guess for each of these quantities
- source of a priori for each of these quantities
- quantities to be used as forward model parameters
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- source of the forward model parameters
- numerical method to be used to minimize the cost function
- subset of the measured spectrum to be used
- other items TBD.

Finally, the complete spectrum will be calculated for quality control.  In the limb case, the final
calculation will be done for each pixel.  In the nadir case, this will actually be a retrieval of surface
emissivity using the already determined atmospheric state.

3.5.2 Retrieval Vectors

The retrieval vector is the subset of the full state vector that is a target for retrieval. Each retrieval
stage will have its own retrieval vector. To simulate a measurement given a retrieval vector, it is
first expanded to form the full state vector by interpolating the profiled quantities from the retrieval
grid to the full grid and adding the relevant forward model parameters.

The retrieval code will be written so that joint retrievals are possible, with the quantities being
retrieved at each stage being specified by the driver table. The retrieval vector may be selected from
the following, although not all combinations will be valid.

- surface emitting temperature, for each detector
- surface spectral emissivity for a specified spectral range, for each detector
- atmospheric temperature on a contiguous range of levels of the retrieval grid
- constituent mixing ratio (q) on a contiguous range of levels of the retrieval grid
- constituent ln(q) on a contiguous range of levels of the retrieval grid
- aerosol extinction coefficient (or its ln) on a contiguous range of levels of the
  retrieval grid and  for a specified spectral range
- limb background parameters for each detector
- the angle of the boresight of the spectrometer

Each retrieved profile quantity will have its own altitude range of retrieval grid elements.
The quantities not being retrieved at each stage will be treated as forward model parameters.

The interpolation of profiled quantities from the retrieval grid to the full grid will be carried out as
follows:
(1) Temperature is linearly interpolated in log(P)
(2) Logarithms of constituent mixing ratios and aerosol extinction coefficients are interpolated

linearly in log(P)

Temperature is interpolated linearly in log(P) because that is how temperature usually behaves in
the atmosphere, and because it simplifies the integration of the hydrostatic equation. The same may
be said of log mixing ratio as most constituent distributions show a smoother behavior when
plotted as log(q) rather than q, e.g. Figure 3 - 6.

3.5.2.1 Limb Background Parameters

In the limb mode, we will retrieve offset and slope parameters, for each detector, to account for
any smooth radiance residuals in our limb microwindows. These parameters are applied in the
forward model at the conclusion of the radiative transfer calculation, in a manner similar to the
nadir surface parameters. Smooth residuals in the limb microwindows could be due to unmodeled
aerosols and/or errors in the continuum model, cross-sections of heavy molecules and radiometric
calibration. The retrieved parameters will be examined as a diagnostic of the possible aerosol or
error contributions to the radiance. For example, if a calibration error is present, these retrieved
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parameters should be approximately the same for all detectors, while if residual radiances are due
to aerosol emission, we should observe variations with detector tangent height.
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Figure 3 - 6: AFGL Mid Latitude Summer Profiles
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3.5.3 A Priori Constraints

A priori is a description of what is known or believed about the state before the measurement is
considered. Typically it may comprise a climatological estimate of the state plus some measure of
its uncertainty, most conveniently expressed as a covariance matrix. Other possible sources include
independent measurements by other observing systems, such as the NCEP analyses or forecasts.

Other constraints that may be used include ad hoc smoothness, positivity, and linear inequality
constraints.  Smoothness can be imposed by adding a quadratic form to the cost function that
penalizes the second difference of the profile [Twomey 1963].  Positivity for constituents may be
imposed by using log(mixing ratio) rather than mixing ratio in the state vector.   Linear inequality
constraints allow physical bounds to be imposed on the range of the state vector elements, such as
emissivity [Gill, Murray, and Wright, 1981].

The combination of constraints to be used will be determined by the driver table (see 3.5.1).

3.5.3.1 Surface Radiative Properties

For the retrieval of surface temperature, emissivity and reflectance, TES has the advantage that it
will be viewing identical locations every 16 days in the Global Survey mode. This will allow us to
develop a surface property database that is tailored to the observations used to produce our
standard products. In order to build up this database and to retrieve the surface properties for our
special products, we will have the capability of retrieving surface emissivity and reflectance
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parameters for all the TES spectral ranges where surface information can be obtained. Since we
plan to use microwindows to retrieve atmospheric parameters, we will need to perform a final
retrieval of the surface properties for scenes over land using the forward model generated for the
entire measured spectrum after all atmospheric parameters are computed. This must be done in
order to produce meaningful residuals that can be used for diagnostics or research, but will also
produce useful surface emissivity and reflectance spectra.

As described in section 3.3.2.1, the surface model allows us to retrieve a single surface “skin”
temperature parameter and emissivities/reflectances that are specified on a coarse grid as either
fixed or retrieved parameters. For TES nadir data taken over water, we would fix the emissivity
parameters to the known water emissivity spectrum and retrieve only the “skin” temperature. This
may also be possible for some well-characterized scenes over ice. For land targets, the emissivity
spectrum will be retrieved using reasonable first guess emissivity values (described in section
3.3.2.1). We have successfully performed land emissivity retrievals with silicate features using
AES data and we found that emissivity parameters need additional constraints so that they are
limited to physical values (i.e., they must be less than 1).

3.5.3.2 Reference Pressure

The reference pressure either at sea level or at surface and the surface elevation are two important
parameters in TES forward model simulations.  The accuracy of this pair of parameters will affect
the accuracy of the retrieval products.  The sources of reference pressure would be the re-analysis
product from metrology centers, such as ECMWF, NCEP, and DAO, where the historical
meteorological observations are consistently analyzed using atmospheric models to produce the
best knowledge of the atmospheric states.  We need to identify and evaluate the available reference
pressure data sources.

3.5.4 Inverse Algorithm

The inverse algorithm for a particular retrieval vector x will follow the general approach
outlined in Rodgers (1976). The cost function C(x) will be the quadratic form:

C(x) = (x-xa)
TSa

-1(x-xa) + (y - F(x))TSε
-1(y - F(x)) (3.30)

Minimization proceeds iteratively from an initial guess by means of an appropriate numerical
method, until convergence is obtained. It is clearly important that each of these stages is carried out
efficiently and accurately.

3.5.4.1 Initial Guess

The main sources for the initial guess are the a priori and a nearby retrieval. The nearest previous
retrievals include the previous one along the orbit (about 530 km), one at the same latitude on an
adjacent orbit (orbital spacing is about 24°), or one at the same latitude on the previous day.  It is of
course possible that any of these was not retrieved due to cloudy pixels.  The available information
may be combined by weighting each according to its estimated precision. The initial guess based
on one or more of these pieces of information will then be refined using a simpler, faster and less
accurate retrieval than the full resolution non-linear iteration.

3.5.4.2 Initial Guess Refinement

The purpose of initial guess refinement is to start the relatively expensive optimal estimator close to
the final solution, so that as few iterations as possible are required.  Thus a computationally
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inexpensive ad hoc non-optimal retrieval method is used to find the region of the solution.
Attention is concentrated on the more non-linear aspects of the problem.

3.5.4.2.1 Nadir

In the nadir case, a preliminary retrieval step could be to treat the troposphere and stratosphere as
two columns.  This step is to fit the measurement spectrum to solve for the two scale factors that
would shift the initial guess constituent profile, and this refined profile would then be the initial
guess profile used for the full optimal retrieval at more levels.

3.5.4.2.2 Limb

In the limb case, the onion peeling method can be used to obtain an initial guess profile for the full
optimal retrieval.  The onion peeling procedure starts from the top pixel.  By fitting the spectra of
measurement and the forward model for a given pixel, the constituent mixing ratio at the tangent
layer is solved.  Since only one parameter is calculated at one step, this procedure is relatively
inexpensive and stable.

3.5.4.2.3  Strategy for Limb Pointing Retrieval

The central problem to be addressed from the spacecraft is the pointing direction of the 2B1
reference focal plane.  Once this is known, then the pointing of all pixel elements is established
given predetermined focal plane properties.  The general strategy will be to utilize the radiance
spectrum associated with a pixel having a projection in the upper troposphere to minimize the
effects of clouds and to perform a simultaneous  retrieval of pointing angle and temperature.

The procedure for establishing the radiance field at the satellite and the relevant Jacobians with
respect to pointing angle and to temperature is described elsewhere.  The initial guess for the
pointing angle will be obtained from the encoder associated with the platform spacecraft attitude
system.  For this stage of the pointing angle retrieval, there will be three elements for the retrieval
state vector:  (1) the pointing angle, (2) a shift in level temperature for all tangent rays included in
the FOV, and (3)  a shift in temperature lapse rate for all tangent rays included in the FOV.  It will
probably be necessary to retrieve temperature profiles somewhat above the tangent layers, but this
can be handled in a fashion analogous to the line of sight retrievals appropriate to the nadir case.
The spectral region will be that associated with carbon dioxide for which the mixing ratio is
assumed known, Figure 3 - 6, and one in which water vapor plays a minimal role.

The radiance at the satellite is calculated for each tangent ray required for the FOV convolution.
The tangent levels associated with all tangent rays are those of the forward model pressure grid.
The zenith angle of the tangent ray at the satellite, θ, is obtained directly from Snell’s law,

n R sin(θ) = Constant  (3.31)

n t (Rc + z t) = Rcs sin(θs) (3.32)

θs  = asin { n t (Rc + z t) / Rcs} (3.33)

where z t is the tangent altitude, Rc is the radius of curvature of the geoid, Rcs is the distance from
the satellite to the center of curvature and n t is the index of refraction.  The altitude z t, required for
this calculation is obtained from the hydrostatic equation.  As in the nadir case, a priori information
is required to obtain the altitudes at the required tangent pressure levels to required accuracy, e.g.
the surface pressure and the temperature field from the surface to the tangent pressure.  The angle
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between Rc and Rcs is given by ψ.  The radius of curvature for a TES limb observation is defined
for the tangent ray associated with z=0.  The change in curvature over the tangent ray altitudes may
be neglected for these purposes. The nominal radius of the Earth is taken as 6378 km with the
satellite at 700 km.  The atmosphere is the tropical atmosphere [Anderson et al., 1986].

The dependence of the radiance field on the zenith angle at the satellite, θs, is nonlinear and is
retrieved as an element of the retrieval vector in the nonlinear retrieval procedure. The Jacobian
required is obtained analytically in the course of the FOV convolution. Results from a simultaneous
pointing angle / temperature retrieval are provided in Table 3 - 2.  The method, as evaluated
through simulations, has been established to be robust and provides excellent accuracy.

Relevant geometrical quantities and horizontal offsets in the direction of the satellite are provided in
Table 3 - 3 as a function of tangent height. These offset values enable the evaluation of the effects
of using a single column for the hydrostatic equation.   It may be noted that the FOV is 25 km wide
in the horizontal direction perpendicular to the chief ray.  The effect on the pointing / temperature
retrieval due to an error in the tangent altitude obtained from the hydrostatic equation is small.

This simultaneous retrieval approach should be more critically evaluated with respect to
measurement errors greater than those given by the source radiance and with respect to the
expected sources of systematic error.  The use of pixels in other atmospheric regimes such as the
lower stratosphere needs to be explored since there would presumably be less cloud.  Also to be
explored is the inclusion of the pointing angle in the retrieval state vector for the global fit
associated with the retrieval of the temperature field. The relative registration of the four focal plane
arrays is determined by the on-board spatial calibration.  It may also be tested in space by viewing
sharp radiative discontinuities in the scene with both nadir and limb views.  These discontinuities
can be associated with discontinuities in cloud fields for both the limb and nadir mode and in
surface properties (land/ocean) for the nadir view.  The relative registration of the pixels is
independent of the viewing mode so that there should be consistency between pixel registrations
obtained from the two modes.  Also to be explored is the retrieval of pointing angle using other
spectral regions associated with the other focal planes to further evaluate the consistency of
pointing angle among the focal plane arrays.

Table 3 - 2:  Retrieval results for temperature and tangent point for central ray of
pixel 11 with TES FOV (tangent height = 11.5 km).

Case Parameter Perturbation Retrieved Difference Error (1 σ)

1c Temperature (K) 1.0 1.00 0.00 0.02

(700-800 cm-1) Tangent Point (m) 500.0 501.00 1.00 1.96

1d       (NESR*10) Temperature (K) 1.0 0.97 0.03 0.20

(700-800 cm-1) Tangent Point (m) 500.0 506.40 6.40 19.60
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Table 3 - 3:  Quantities related to the ray trace from the tangent point to the
satellite as a function of tangent height.  Refraction is included in the ray trace.

Tangent Height θs sin(θs) Ψ bending Horizontal Offset

(km)  (deg) (deg)  (deg) (km)

37.95 115.078 0.90574 17.137 0.003 -163.9

36.80 115.099 0.90557 17.086 0.003 -150.3

35.65 115.121 0.90541 17.035 0.004 -142.3

34.50 115.143 0.90525 16.985 0.005 -134.3

33.35 115.165 0.90509 16.936 0.006 -126.4

32.20 115.187 0.90492 16.887 0.007 -118.6

31.05 115.209 0.90476 16.839 0.008 -110.8

29.90 115.231 0.90460 16.791 0.010 -103.0

28.75 115.252 0.90444 16.744 0.012 -95 .3

27.60 115.274 0.90428 16.698 0.014 -87 .5

26.45 115.296 0.90412 16.652 0.017 -79 .9

25.30 115.317 0.90395 16.606 0.021 -72 .2

24.15 115.339 0.90379 16.562 0.025 -64 .5

23.00 115.360 0.90363 16.518 0.030 -56 .8

21.85 115.382 0.90347 16.474 0.036 -49 .0

20.70 115.403 0.90331 16.431 0.043 -41 .2

19.55 115.424 0.90315 16.388 0.052 -33 .2

18.40 115.445 0.90300 16.347 0.063 -25 .2

17.25 115.466 0.90284 16.305 0.077 -17 .0

16.10 115.487 0.90268 16.265 0.091 -8 .7

14.95 115.508 0.90253 16.225 0.110 0.0

13.80 115.528 0.90237 16.186 0.133 9.0

12.65 115.549 0.90222 16.147 0.150 17.3

11.50 115.569 0.90207 16.109 0.167 25.3

10.35 115.589 0.90191 16.071 0.187 33.8

9.20 115.609 0.90176 16.034 0.211 42.7

8.05 115.629 0.90161 15.998 0.237 51.6

6.90 115.649 0.90146 15.962 0.266 60.8

5.75 115.668 0.90132 15.927 0.299 70.3

4.60 115.687 0.90117 15.893 0.334 80.0

3.45 115.707 0.90103 15.859 0.372 89.9

2.30 115.725 0.90089 15.826 0.416 100.4

1.15 115.744 0.90075 15.793 0.470 111.8

0.09 115.760 0.90062 15.764 0.523 122.6

3.5.4.3 Numerical Solution  

There is a wide range of numerical methods available in the literature designed for minimizing non-
linear least-squares functions which are basically quadratic forms.  The basic methods considered
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here are the Gauss-Newton method and the Levenberg-Marquardt method.  Both methods require a
Jacobian to be calculated.

For the cost function in equation (3.30), the Gauss-Newton iteration is described by

xi+1 = xi + (Sa
–1 + K i

TSe
–1K i )

–1(K i
TSe

–1[y – F(xi)] – Sa
–1[xi – xa]) (3.34)

where K i = ∂F(xi)/∂x is the Jacobian.   Equation (3.28) can also be written as

xi+1 = xa + (Sa
–1 + K i

TSe
–1K i)

–1K i
TSe

–1[y – F(xi) – K i(xi – xa)]. (3.35)

Note that the efficiency of the iteration is enhanced if Se is diagonal, particularly for cases where
the measurement vector is large, as in the case of TES. However, the apodization of
microwindows will introduce off-diagonal elements in Se and other sources such as calibration
may also cause correlations in the measurement errors. The off-diagonal elements due to
apodization are easily calculated and if any other correlations are stable with time, we could
perform an inversion of the error correlation matrix on an infrequent basis. This stored matrix
could then be scaled using the diagonal measurement errors to provide Se

–1
 for each retrieval. The

retrieval sensitivity to the accuracy of the off-diagonal elements in Se needs to be studied in order to
decide when off-diagonal elements can be neglected and how often the inverted correlation matrix
would need to be updated to account for any time variations.

The Gauss-Newton method is satisfactory for small residual problems [Fletcher, 1993].  For these
problems, the initial guess is in a region sufficiently close to the solution such that non-linearities in
the cost function are small, as we hope to have with the initial guess refinement.  If the initial guess
refinement is not successful, then the Levenberg-Marquardt (LM) method will be used.  This
algorithm is implemented as a trust-region method [More’, 1977].   In this method, the cost
function in (3.30) is minimized subject to a constraint on the maximum step size, ||xi+1-xi|| < δ.
The trust region radius δ defines a sphere over which the cost function is considered linear.  The
iteration becomes

xi+1 = xi + (γiW
TW  + Sa

–1 + K i
TSe

–1K i )
–1(K i

TSe
–1[y – F(xi)] – Sa

–1[xi – xa]) (3.36)

where the parameter γi is called the LM parameter and W is a non-zero scaling matrix that permits
the minimization over an ellipse rather than a sphere.  The LM parameter is varied from step to step
according to the strategy described by More’:

1. Find γi  such that the step size is within the trust region radius.
2.  Check that C(xi+1) < C(xi).  If the update cost function has increased, then reduce the

trust region radius and return to step 1.
3. Compare C(xi+1)  with its linear approximation, Cl(xi+1).
4. Increase the trust region radius if C(xi+1) ~ Cl(xi+1) and decrease if C(xi+1) >> Cl(xi+1).
5. Return to step 1 for next iteration.

3.5.4.4 Convergence Criterion

The convergence criterion depends on the numerical method being used. If it is a second-order
method such as Levenberg-Marquardt then once the γ parameter has become small, i.e., when the
Levenberg-Marquardt step reduces to a Gauss-Newton step, a change C(xi) – C(xi+1) that is
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positive and much less than unity is appropriate [Press et al., 1989].  When convergence appears
to have taken place according to this criterion the absolute value of C(x) will be examined to
determine whether the iteration has converged to a valid solution.  This is determined using a χ2

test:

χ2 = (y - F(x))TSe
-1(y - F(x)). (3.37)

This test determines whether the solution agrees with the measurements to the required accuracy.
We may also test whether the solution agrees with the a priori using

χ2 = (x-xa)
TSa

-1(x-xa) (3.38)

but the statistics of the a priori are likely to be less well known than those of the measurement
error, so this may tell us more about the quality of the a priori rather than that of the retrieval.

3.5.4.5 Jacobian Update

In principle the Jacobian should be recalculated every iteration.  At the time of writing it is not
known how expensive that will be, although if it is carried out using an algebraic derivative built
into the forward model it will not be computationally expensive.

If that is not possible, and the Jacobian must be calculated by perturbation, then it will be
expensive, and a strategy for minimizing the number of evaluations will be required.
The following sample strategies require testing:

(1) Iterate to convergence. Calculate a new Jacobean at convergence.
(2) Recalculate the Jacobian every nth iteration, for some TBD n.
(3) Examine the change of C(xi) as a function of i. If it is not decreasing quadratically,

recalculate the Jacobian.

3.5.5 Clear Pixel Identification (nadir)

At this time, we do not have a forward model that would allow us to retrieve cloud altitudes or their
optical properties. Therefore, we must at least be able to identify the presence of clouds so that
incorrect retrievals are not propagated. For TES nadir data, we should be able to reject most of the
cloud filled or partially filled pixels by the cloud flags provided by Level 1B. These flags will be
calculated based on radiance levels and differences using methods similar to those proposed for
MODIS [Ackerman, et al., 1998)]. In addition, we have demonstrated using AES data that inter-
pixel radiance differences provide a good indication of either partial cloud filling or large surface
variations for nadir views. These types of scenes would require special processing and should be
flagged as such.  We plan to choose our initial Level 1B threshold levels based on studies of AES
nadir data as well as nadir and limb simulations with clouds for different seasons and latitudes. For
nadir scenes that are not rejected, either because of small partial cloud filling or thin cirrus, we
should be able to detect clouds, or at least determine the errors associated with non-detection, by
testing the sensitivity of retrieved parameters, such as the N2O column, to different cloud optical
depths, altitudes and pixel fill ratios.

Another possibility, to be considered for special processing, is to perform the retrieval in the
presence of clouds using the CO2 slicing technique, in conjunction with the NWP temperature
field, to determine the effective cloud amount and the cloud-top pressure. The cloud could then be
included in the forward model with retrievable optical parameters. The basic CO2 slicing method is
described in many papers (see the description and references in Wylie, et al., 1994) and involves
the assumption of a single cloud layer. The cloud-top pressure is determined using the measured
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radiance and the estimated clear sky radiance for (at least 2) channels with CO2 lines where the
weighting functions peak at different altitudes.  This type of algorithm can be tested with many
existing data sets such as AES, IRIS-D, IMG and NAST-I. For TES data, in many cases, we
should be able to compare the estimated cloud top pressures with CHEM OMI data products.

3.5.6 Clear Pixel Identification (limb)

Clear pixel detection in the limb view is much more straightforward than in the nadir because the
background is cold space rather than a warm surface.  It can be accomplished simply by setting a
radiance threshold in a window region such as 12 µm.  Calculations made for ISAMS  [Lambert et
al., 1996] show limb radiance at  12 µm in the region of 10-20 km as around 0.5 mW/m2/sr/cm-1 in
the absence of aerosol, compared with the Planck function at 200K of around 20 mW/m2/sr/cm-1.
Mt. Pinatubo volcanic aerosol was shown to be optically thick in this region, so that we would
expect cirrus cloud also to be optically thick.

A more sophisticated cloud detector would be the joint retrieval of temperature and aerosol
extinction profiles using an onion peeling process.  The lower limit of the limb retrieval would then
be set as the lowest altitude where the aerosol extinction is less than some threshold.

3.5.7 Retrieval Microwindow Selection

There are several reasons for using small regions of the spectrum (microwindows) for retrievals,
including:

• Reduction in computation, because the forward model only has to generate a small 
interval.

• Reduction in computation due to fewer fitted parameters

• Reduction of the effect of interfering gases

The spectral size of the microwindows will range from a few wavenumbers to one hundred or
more wavenumbers, depending upon the species to be retrieved. In order to achieve the maximum
reduction in computing time, both the calculated and observed spectrum need to be apodized.  This
reduces the ringing of lines, and thus the width of the spectrum required.

Usually, different microwindows will be needed for different altitude regions, and for the nadir
and limb.  Generally, strong lines will be used for high altitudes, while weak lines will give more
information at low altitudes.

There are at least two objective methods for microwindow selection [Rodgers 1996, von Clarmann
1999].  Candidate regions are selected for a species based on known absorption and interferences.
The information content for particular points in the interval are evaluated, and selections made to
maximize the information.  Initial microwindows will be selected using simulated spectra, with
expected instrument noise.  The microwindows will be revised early in the mission based on real
instrument performance.

3.5.8 A Priori  Database Generation

We are in the process of assembling climatologies for all of our retrieved species. The primary
purpose of collecting these data is to formulate a priori  covariance matrices, Sa, appropriate for
different observing conditions. However, they may also be used to generate the retrieval first guess
in some cases and for simulating test data. At present we have profile information for most IR
active trace gases in the stratosphere and upper troposphere from UARS and ATMOS. However,
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information in the troposphere is more difficult to acquire since there are relatively few
measurements available. As a starting point, we have converted temperature, water vapor and
ozone profiles from the TIGR (TOVS initial guess retrieval) database [Heinemann, et al., 1995] to
TES  Level 2 input specifications. These data are from ozone sondes and contain 40 pressure
levels, from sea level to 0.05 mb. A recent analysis of ozone sonde data for seasonal,  latitudinal
and  longitudinal  dependence, with particular attention to errors and biases, has been released by
J. Logan [Logan, 1998]. This compilation will form the basis for the ozone climatology that we
use to generate a priori  correlations. We plan to incorporate other EOS, IMG and ENVISAT data
as they become available, especially if they are assembled into climatologies for general use.

3.5.9 Error Analysis

The retrieved state xr can be related to the true state x by

xr  =  xa + A (x-xa) + ex (3.39)

where A = ∂xr/∂x is the averaging kernel, and ex is the contribution to the total error from random
and systematic errors in the measurement and the forward model.

The error term ex can be described by a covariance matrix Se, which can be expressed as the sum
of random and systematic components:

Se = Sr + Ss (3.40)

The averaging kernel matrix and the error covariances may be calculated at little cost during the
retrieval process. However they are of size n2, when x is of size n, and every retrieval has its own
unique averaging kernel and error covariance. There may be problems of (a) storage and (b) user
appreciation.

The following parameters will be computed for error characterization:

(1) the error variance of each retrieved quantity, separated into random and systematic
components.

(2) for profile quantities, the ‘correlation distance’, or vertical range outside which the absolute
value of correlation coefficient is less than some TBD quantity (nominally 0.5)

(3) the correlation matrix for the retrieval vector
(4) the fraction of explained variance

The averaging kernel matrix should be made available in some form, but it is TBD whether we
present (1) the full matrix for every retrieval or (2) a few sample matrices

The fraction of explained variance can be described as

fi = 1-[K TSe
-1 K  + Sa

-1] -1
ii Saii (3.41)

which has the property that fi takes the value 1 when all of the information comes from the data and
none from the a priori and 0 when no information comes from the data.

Finally, the user should know the range of grid levels over which the retrieval comes primarily
from the data, rather from the a priori. This is most properly expressed in terms of the area of the
averaging kernel, a vector of length n. It  can be simplified to two numbers - the upper and lower
levels of the range within which the a priori contribution is less than some given fraction.
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3.6 FINAL FULL SPECTRUM CALCULATION

In order to search for unmodeled species in our data, we will examine the difference between the
complete forward model generated from our retrieved atmospheric state and the full TES measured
spectrum. The final forward model is calculated using the full state vector constructed from the
microwindow retrievals.  Unmodeled species will appear as deviations in the residual that are
above the noise level and have characteristic spectral features that can be analyzed using techniques
such as Fourier analysis, wavelet transforms or spectral matched filtering.

For land nadir views, in order to calculate a residual spectrum, we will also need to retrieve surface
spectral emissivity parameters since these cannot be completely provided from the microwindow
retrievals. This requires saving the transmission and downwelling radiance from the atmospheric
radiative transfer calculation but the Jacobians of the atmospheric parameters would not need to be
calculated or stored.

3.7 DATA QUALITY & RESIDUALS

Data quality will be indicated in several ways.  The first level will be indicated by flags generated
by various processing steps.  If level 1B flags are all acceptable, the level 2 processing will start.
If level 2 retrieval fails, additional flags will be used to indicate the cause (these will be recorded in
the level 2 processing log).

At the end of each retrieval stage, the following flags will be generated (some may be numerical
quantities):

      - non-convergence
      - out of expected range
      - consistency between nadir and limb retrieval (if appropriate)
      - average spectral residuals larger than expected
      - maximum spectral residuals larger than expected

For the final complete spectrum calculation, only the latter two flags will be used.

Subsequent retrieval stages will check the relevant flags from earlier stages before proceeding, for
example a failed temperature retrieval will halt processing, while failure to retrieve CO would not
halt ozone retrieval.

Observation sets that complete all stages with acceptable flags will be release to the archive.  The
data will be accompanied by the spectral residuals, standard error, fraction of explained variance,
and correlation length.



TES Level 2 Algorithm Theoretical Basis Document

53

4.0  ALGORITHM VERIFICATION

4.1 END-TO-END CLOSURE EXPERIMENTS

The purpose of the end-to-end closure experiments using the TES reference and operational
software is to test the robustness of TES level 2 retrieval algorithms and the operational software
and to identify any problems either in the algorithm or in coding.   This procedure will also be
helpful for algorithm validations.  A single step end-to-end simulation would be to add noise to the
model radiance and then to execute a step retrieval defined in the TES retrieval strategies.  A full
end-to-end closure experiment would be to generate a full four-day global survey set of radiances
with added noise and clouds and then to carry out the four-day retrieval processing.

Establishing a profile/parameter database which consists collections of measured atmospheric
temperature and constituent profiles and surface parameter data by all means of observations,
sonde, balloon, aircraft, satellite, etc. is one of the key activities for the pre-launch closure
experiments.  These profiles/parameters along with model simulated profiles allow us to compile
the baseline initial guesses and the a priori (see sections 3.5.3 and 3.5.4), to simulate the observed
spectral radiance, and to evaluate the retrieval results for all the possible atmospheric conditions
including extreme cases.  Global cloud coverage data will also be obtained so that the simulated
TES global pixel measurements will be more realistic.

The end-to-end closure experiments will follow three procedures: (1) simulate the TES
observations using collected measurement profiles/surface parameters/cloud coverage as the true
atmospheric full state with added noise, (2) generate TES retrieval products using a defined initial
guess, and (3) examine and evaluate the retrieval results and error analysis by comparing with the
“smoothed true profiles” and their statistical variance.  Since the level 2 software will be developed
in steps from a single profile retrieval to automated four-day data retrieval, the end-to-end
experiment can be performed at each step.

4.2 VALIDATION

Validation, in the sense used here, differs from validation of the TES measurements in that we will
use pre-existing data that have already been analyzed by others. The objective is to ensure that the
TES algorithm either produces identical results or there are plausible reasons why it does not.
Measurement validation will employ near-concurrent and co-located measurements and is not
further discussed in this document (although, of course, it is a crucial part of the overall TES
experiment).

Data sources currently identified that are (or will be) appropriate for this purpose are

1) Airborne Emission Spectrometer (AES). AES operates in both a downlooking mode from a
variety of aircraft and uplooking from the surface. It was specifically designed to cover the same
spectral region at the same resolution as TES and is therefore a prime data source for validation
exercises. Downlooking data are very similar to the TES nadir mode and uplooking data are a
useful surrogate for TES limb data.

2) AERI (Atmospheric Emitted Radiation Interferometer).  AERI is a well calibrated, 1 cm-1

spectral resolution, uplooking , Michelson interferometer covering the range 550 to 1700 and 2000
to 2500 cm-1.  Several copies of the instrument are operational – the one of primary interest for
TES validation is located at the Central facility of the ARM Cloud And Radiation Test (CART) site
in northern Oklahoma.  The AERI-X (eXtended resolution AERI) is also located at the central
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facility.  It has 0.1 cm-1  spectral resolution, but only covers 550 to 1600 cm-1.  The ARM program
provides good temperature and water vapor information about the atmosphere overhead.
Information about ozone and other stratospheric gases, as well as aerosol optical depth, is available
from solar absorption instruments at the site.

3) HIS (High resolution Interferometric Sounder). HIS is an autonomous FTS that flies on the
ER2 in a variety of campaigns with the goal of temperature and water vapor sounding.  Some of
the more recent campaigns have been in support of tropospheric chemistry missions, where
independent measurements may also be available.  Although the spectral resolution is lower, the
data are from an altitude that is more “space-like” than the AES data.

4)  IMG (Interferometric Monitor of Greenhouse Gases).  IMG, a nadir sounder developed by the
Japanese, flew on the ADEOS mission (which failed in June 1997).  Nevertheless, it represents the
only available source of real space-based data with spectral coverage and resolution very close to
that of TES.  Some tests using IMG data are already ongoing and more are planned.

5) MIPAS (Michelson Interferometer for Passive Atmospheric Sounding).  MIPAS will fly on the
ENVISAT mission at least one year before TES.  It is a limb sounder with slightly poorer spectral
resolution than TES but will nevertheless be the only available source of space-based limb
emission data prior to TES, so it will be a very valuable validation tool.

6) NAST-I (NPOESS Aircraft Sounder Testbed – Interferometer). NAST-I is a nadir-viewing
instrument that has flown on several ER2 missions, including CAMEX-3, with correlative
radiosonde measurements. It has a spectral resolution of 0.25 cm-1 covering the spectral regime
590-2810 cm-1. As a testbed to the NPOESS candidate instruments, it has been used to simulate
“space-like” ground coverage views for the validation of key meteorological species.
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