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Abstract- An Autonomous Science Agent is 
currently flying onboard the Earth Observing One 
Spacecraft. This software enables the spacecraft to 
autonomously detect and respond to science events 
occurring on the Earth. The package includes 
software systems that perform science data analysis, 
deliberative planning, and run-time robust 
execution. Because of the deployment to a remote 
spacecraft, this Autonomous Science Agent has 
stringent constraints of autonomy, reliability, and 
limited computing resources. We describe these 
constraints and how they are reflected in our agent 
architecture. 

1. INTRODUCTION 

The Autonomous Sciencecraft Experiment (ASE) is 
currently flying autonomous agent software on the 
Earth Observing One (EO-1) spacecraft [19]. This 
software demonstrates several integrated autonomy 
technologies to enable autonomous science. 
Several algorithms to detect the occurrence of 
science events based on remote sensing imagery 
analyze science data onboard. These algorithms 
will be used to downlink science data only on 
change, and will detect features of scientific interest 
such as volcanic eruptions, flooding, ice breakup, 
and presence of cloud cover. These onboard 
science algorithms are inputs to onboard decision- 
making algorithms that then modifies the spacecraft 
observation plan to capture high value science 
events. This new observation plan is then be 
executed by a robust goal and task oriented 
execution system, able to adjust the plan to succeed 
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despite run-time anomalies and uncertainties. 
Together these technologies enable autonomous . ~ 

goal-directed exploration and data acquisition to , 
maximize science return, This paper describes the , 

Autonomous Sciencecraft Experiment (ASE) effort 
to develop and deploy the Autonomous Science 
Agent on the Earth Observing One spacecraft. 

The ASE onboard flight software includes several 
autonomy software components: 

Onboard science algorithms that will. 
analyze the image data to detect trigger 
conditions such as science events, 

previous observations, and cloud detection 
for onboard image masking 
Robust execution management software 
using the Spacecraft Command Language 
(SCL) [ 101 package to enable event-driven 
processing and low-level autonomy 
The Continuous Activity Scheduling 
Planning Execution and Replanning 
(CASPER) [5] software that will replan 
activities, including downlink, based on 
science observations in the previous orbit 
cycles 

66. interesting” features, changes relative to 

The onboard science algorithms will analyze the 
images to extract static features and detect changes 
relative to previous observations. Prototype 
software has already been demonstrated on EO- 1 
Hyperion data to automatically identify regions of 
interest including land, ice, snow, water, and 
thermally hot areas. Repeat imagery using these 
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algorithms can detect regions of change (such as 
flooding and ice melt) as well as regions of activity 
(such as lava flows). Using these algorithms 
onboard will enable retargeting and search, e.g., 
retargeting the instrument on a subsequent orbit 
cycle to identify and capture the full extent of a 
flood. On future interplanetary space missions, 
onboard science analysis will enable capture of 
short-lived science phenomena. These can be 
captured at the finest time-scales without 
overwhelming onboard memory or downlink 
capacities by varying the data collection rate on the 
fly. Examples include: eruption of volcanoes on Io, 
formation of jets on comets, and phase transitions in 
ring systems. Generation of derived science 
products (e.g., boundary descriptions, catalogs) and 
change-based triggering will also reduce data 
volumes to a manageable level for extended 
duration missions that study long-term phenomena 
such as atmospheric changes at Jupiter and flexing 
and cracking of the ice crust and resurfacing on 
Europa. 

The onboard planner (CASPER) will 
generate mission operations plans from goals 
provided by the onboard science analysis module. 
The model-based planning algorithms will enable 
rapid response to '  a wide range of operations 
scenarios based on a deep model of spacecraft 
constraints, including faster recovery from 
spacecraft anomalies. The onboard planner will 
accept as inputs the science and engineering goals 
and ensure high-level goal-oriented behavior. 

The robust execution system (SCL) accepts 
the CASPER-derived plan as an input and expands 
the plan into low-level commands. SCL monitors 
the execution of the plan and has the flexibility and 
knowledge to perform event-driven commanding to 
enable local improvements in execution as well as 
local responses to anomalies. 

A typical ASE scenario involves monitoring of 
active volcano regions such as Mt. Etna in Italy. 
(See Figure 1.) Hyperion data have been used in 
ground-based analysis to study this phenomenon. 
The ASE concept will be applied as follows: 

the Hyperion instrument. For volcanic 
studies, the infra-red and near infra-red 
bands are used. 

3. During execution of this plan, the EO-1 
spacecraft images Mt. Etna with the 
Hyperion instrument. 

4. The onboard science algorithms analyze the 
image and detect a fresh lava flow, or active 
vent. If new activity is detected, a science 
goal is generated to continue monitoring the 
volcanic site. If no activity is observed, the 
image is not downlinked. 

5. Assuming a new goal is generated, CASPER 
plans to acquire a further image of the 
ongoing volcanic activity. 

6 .  The SCL s a h a r e  executes the CASPER 
generated plan to re-image the site. 

7. This cycle is then xepeate 
observations. 

I 
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Figure 1. Autonomous Science Scenario 

Building autonomy software for space missions has 
a number of key challenges; many of these issues 
increase the importance of building a reliable, safe, 
agent. 

1. Initially, ASE has a list of science targets to 
monitor that have been sent as high-level 
goals from the ground. 

2. As part of normal operations, CASPER 
generates a plan to monitor the targets on 
this list by periodically imaging them with 

2 



1. Limited, intermittent communications to the 1. Extreme reliability - because of the extreme 
agent. A typical spacecraft in low earth orbit cost of space missions and inability to 
(such as EO-1) has 8 10-minute access the spacecraft except by 
communications opportunities per day. This communications the software agent must be 
means that the spacecraft must be able to exceptionally reliable. 

2. CPU and RAM performance: spacecraft 
have extremely limited CPU and RAM (in 
our case 4 MIPS and 128MB RAM) yet 
must adhere to at least soft, real-time 
constraints. 

operate for long periods of time without 
supervision. For deep space missions the 
spacecraft may be in communications far less 
frequently. Some deep space missions only 
contact the spacecraft once per week, or even 
once every several weeks. 

2. Spacecraft are very complex. A typical 
spacecraft has thousands of components, each of 
which must be carefully engineered to survive 
rigors of space (extreme temperature, radiation, 
physical stresses). Add to this the fact that 

mponents are one-of-a-kind and thus 
have behaviors that are hard to characterize. 

3. Limited observability. Because processing 
telemetry is expensive, onboard storage is 
limited, and downlink bandwidth is limited, 
engineering telemetry is limited. Thus onboard 
s o h a r e  must be able to make decisions on 
limited information and ground operations 
teams must be able to operate the spacecraft 
with even more limited information. 

4. Limited computing power. Because of limited 
power onboard, spacecraft computing resources 
are usually very constrained. An average 
spacecraft CPUs offer 25 MIPS and 128 MB 
RAM - far less than a typical personal 
computer. Our CPU allocation for ASE on EO- 
1 is 4 MIPS and 128MB RAM. 

5. High stakes. A typical space mission costs 
hundreds of millions of dollars, any failure has 
significant economic impact. The total EO- 1 
Mission cost is over $100 million dollars. Over 
financial cost, many launch and/or mission 
opportunities are limited by planetary 
geometries. In these cases, if a space mission is 
lost it may be years before another similar 
mission can be launched. Additionally, a space 
mission can take years to plan, construct the 
spacecraft, and reach their targets. This delay 
can be catastrophic. 

In the remainder of this paper we describe the ASE 
software architecture and components. We then 
discuss how the issues of reliability and 
per€ormance affected the software architecture. 

2. THE EO-1 MISSION 

Earth Observing-1 (EO-1) is the first satellite in 
NASA's New Millennium Program Earth Observing 
series. The primary focus of EO-1 is to develop.and 
test a set of advanced technology land imaging 
instruments. 

EO-1 was launched on a Delta 7320 .from 
Vandenberg Air Force Base on November 21,2000. 
It was inserted into. a 705 km circular,, sun- 
synchronous orbit at a 98.7 degrees inclination. This 
orbit allows for 16-day repeat tracks, with 3 over 
flights per 16-day cycle with a less than 10-degree 
change in viewing angle. For each scene, over 20- 
Gbits of data from the Advanced Land Imager 
(ALI), Hyperion, and Atmospheric Corrector (AC) 
are collected and stored on the onboard solid-state 
data recorder at high rates. 

EO-1 is currently in extended mission, 
having more than achieved its original technology 
validation goals. As an example, over 5,000 data 
collection events have been successfblly completed, 
against original success criteria of 1,000 data 
collection events. 

The ASE described in this paper uses the 
Hyperion hyper spectral instrument. The Hyperion 
is a high-resolution imager capable of resolving 220 
spectral bands (from 0.4 to 2.5 pm) with a 30-meter 
spatial resolution. The instrument images a 7.5 km 
by 42 km land area per image and provides detailed 
spectral mapping across all 220 channels with high 
radiometric accuracy. 

Of the above aspects of spacecraft autonomy, two 
critical issues are: The EO-1 spacecraft has two Mongoose M5 

processors. The first M5 is used for the EO-1 
command and data handling fbnctions. The other 
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M5 is part of the WARP (Wideband Advanced 
Recorder Processor), a large mass storage device. 
Each M5 runs at 12 MHz (for -8 MIPS) and has 
256 MB RAM. Both M5’s run the VxWorks 
operating system. The ASE software operates on 
the WARP M5. This provides an added level of 
safety for the spacecraft since the ASE software 
does not run on the main spacecraft processor. 

Figure 2. Autopomy Software Architecture 

3. AUTONOMY SOFTWARE ARCHITECTURE 

The autonomy software on EO-1 is organized into a 
traditional three-layer architecture (See Figure 2.). 
At the highest level of abstraction, the Continuous 
Activity Scheduling Planning Execution and 
Replanning (CASPER) software is responsible for 
mission planning functions. CASPER schedules 
science activities while respecting spacecraft 
operations and resource constraints. The duration 
of the planning process is on the order of tens of 
minutes. CASPER scheduled activities are inputs to 
the Spacecraft Command Language (SCL) system, 
which generates the detailed sequence commands 
corresponding to CASPER scheduled activities. 
SCL operates on the several second timescale. 
Below SCL the EO-1 flight software is responsible 
for lower level control of the spacecraft and also 
operates a full layer of independent fault protection. 
The interface fiom SCL to the EO-] flight software 
is at the same level as ground generated command 
sequences. The science analysis software is 
scheduled by CASPER and executed by SCL in 

batch mode. The results from the science analysis 
software result in new observation requests 
presented to the CASPER system for integration in 
the mission plan. 

This layered architecture was chosen for two 
principal reasons: 

1 .  

2. 

The layered architecture enables separation 
of responses based on timescale and most 
appropriate repmentation. The flight 
software level must implement control loops 
and fault protection and respond very 
rapidly and is thus directly coded in C. SCL 
must respond (in seconds) quickly and 
perform many procedural actions. Hence 
SCL uses as its co 
rules, and database 
reason about longer term operations, state, 
and resource co 
time latency, it. can afford to‘ use a mostly 
declarative artificial intelligence 
plannerhcheduler representation. 
The layered architectwe enables redundant 
implementation of critical fkctions - most 
notable spacecraft safety constraint 
checking. In the design of our spacecraft 
agent model, we implemented spacecraft 
safety constraints in all levels where 
feasible. 

Each of the software modules operates at a separate 
VxWorks priority. The tasks are shown below in 
Table 1 in decreasing priority. The ASE to FSW 
bridge is the task responsible for reading the real- 
time flight software telemetry stream, extracting 
pertinent data, and making it accessible to the 
remainder of the ASE software. The Band 
Stripping task reads the science data from the 
onboard WARP solid state recorder and extracts a 
small portion of the science data (12 bands of 
Hyperion data) to RAM. The science analysis 
software then operates on the extracted data to 
detect science events. 

It is worth noting that our agent architecture 
is designed to scale to multiple agents with agents 
communicating at either the planner level (via 
goals) or the execution level (to coordinate 
execution). 
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Table 1: EO-1 Software Tasks in Decreasing Task 
Priority (e.g. upper tasks have highest priority for 
CPU). 

Set of Tasks 
Flight Software 

ASE to FSW Bridge 

Band Stripping 

SCL 

CASPER 

Science Analysis I 

Rationale for Priority 
Required for WARP 
HW safety. 
Required to keep up 
with telemetry stream 
Utilizes WARP HW 
while running. 
Lowest level ASE, 
closes tightest loops. 
Only called upon to 
respond in 10s of 
minutes timescale. 
Batch process without 
hard deadlines. 

We now describe each of the architectural 
components af our architecture in further detail. 

4. ONBOARD SCIENCE ANALYSIS 

in the autonomous 
ction of interesting sci 

the complete experiment, a number of science 
analysis technologies will be flown including: 

Thermal anomaly detection - uses infrared 
spectra peaks to detect lava flows and other 
volcanic activity. (See Figure 3.) 
Cloud detection [17] - uses intensities at six 
different spectra and thresholds to identify 
likely clouds in scenes. 
Flood scene classification - uses ratios at 
several spectra to identifj signatures of 
water inundation as well as vegetation 
changes caused by flooding. (see Figure 4.) 
Change detection - uses multiple spectra to 
identify regions changed from one image to 
another. This technique is applicable to 
many science phenomena including lava 
flows, flooding, freezing and thawing and is 
used in conjunction with cloud detection. 
Generalized Feature detection - uses 
trainable recognizers to detect spatial 
features as sand dunes and wind streaks. 

0 

0 

0 

0 

All of these science algorithms use the Hyperion 
instrument as the ALI data is not available for 
processing onboard. The Arizona State University 

developed Snow- Water-Ice-Land (S WIL) algorithm 
is used to detect lake freezekhaw cycles and 
seasonal sea ice. The SWIL algorithm uses six 
mectral bands for analvsis. 

Figure 3 shows both ,the visible and the infrared 
bands of the same image of the Mt. Etna volcano in 
Italy. The infrared bands are used to detect hot 
areas that might represent fresh lava flows within 
the image. In this picture, these hot spots are 
circled with red dotted lines. 

The University of &$zona developed. flood 
scene classification algorithm uses multiple spectral 
bands to differentiate between land and water. The 
results of the algorithm include are compared with 
land and water counts from a baseline image to 
determine if flooding has occurred (or is receding). 
If significant flooding has been detected, the image 
can be downlinked. In addition, a new goal can be 
sent to the CASPER planning software to image 
adjacent regions on subsequent orbits to determine 
the extent of the flooding. 

Figure 
4. Flood 
detection 

with 
visual 

spectra 
at left 

and 
flood 

detection 
map at 
right. 

Later flights will validate as many science analysis 
algorithms as resources allow. These flights will 
begin by validating change detection on multiple 
science phenomena, spatial feature detection on 
Aeolian (wind) features such as sand dunes, sand 
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shapes, and wind streaks, and the Discovery 
algorithm. Validating this portfolio of science 
algorithms will represent a valuable step forward to 
enabling future autonomous science missions [6 ] .  

5. ONBOARD MISSION PLANNING 

In order for the spacecraft to respond autonomously 
to the science event, it must be able to 
independently perform the mission planning 
function. This requires software that can model all 

? spacecraft and mission constraints. The CASPER 
[5] software performs this function for ASE. 
CASPER represents the operations constraints in a 
general modeling language and reasons about these” 
constraints to generate new operations plans that 
respect spacecraft and mission constraints and 
resources. CASPER uses a local search approach 
[ 151 to develop operations plans. 

Because onboard computing resources are 
scarce, CASPER must be very efficient in 

nerating plans. While a typical desktop or laptop 
PC may have 2000-3000 MIPS performance, 5-20 
MIPS is more typical onboard a spacecraft. In the 

approximately 8 MIPS. Of the 3 software packages, 
CASPER is by far the most computationally 
intensive. For that reason, our optimization efforts 
were focused on CASPER. Careful engineering and 
modeling were required to enable CASPER to build 
a plan in tens of minutes on the relatively slow 
CPU. 

CASPER is responsible for long-term 
mission planning in response to both science goals 
derived onboard as well as anomalies. In this role, 
CASPER must plan and schedule activities to 
achieve science and engineering goals while 
respecting resource and other spacecraft operations 
constraints. For example, when acquiring an initial 
image, a volcanic event is detected. This event may 
warrant a high priority request for a subsequent 
image of the target to study the evolving 
phenomena. In this case, CASPER will modify the 
operations plan to include the necessary activities to 
re-image. This may include determining the next 
over flight opportunity, ensuring that the spacecraft 
is pointed appropriately, that sufficient power, and 
data storage are available, that appropriate 
calibration images are acquired, and that the 
instrument is properly prepared for the data 
acquisition. 

I 

._ 

ase of EO-I, the Mongoose V CPU has. 
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In the context of ASE, CASPER reasons 
about the majority of spacecraft operations 
constraints directly in its modeling language. 
However, there are a few notable exceptions. First, 
the over flight constraints are calculated using 
ground-based orbit analysis tools. The over flight 
opportunities and pointing required for all targets of 
interest are uploaded as a table and utilized by 
CASPER to plan. Second, the ground operations 
team will initially perform management of the 
.momentum of the reaction wheels for the EO-1 

e complexity of the 
ss caused by the EO- 

on wheels rather than 
experiment we will 

ing this function 

1 configuration of thr 

onboard. 

6. ONBOARD ROBUST EXECUTION 

ASE uses the Spacecraft Command Language 
(SCL) [IO] to provide robust execution. SCL is a 

at integrates procedural 
al-time, forward-chaining, 
ublish/subscribe software 

bus allows the distribution of notification and 
request messages to integrate SCL with other 
onboard software. This design enables both loose 
or tight coupling between SCL and other flight 
software as appropriate. 

The SCL “smart” executive supports the 
command and control function. Users can define 
scripts in an English-like manner. Compiled on the 
ground, those scripts can be dynamically loaded 
onboard and executed at an absolute or relative 
time. Ground-based absolute time script scheduling 
is equivalent to the traditional procedural approach 
to spacecraft operations based on time. In the EO-1 
experiment, SCL scripts will also be planned and 
scheduled by the CASPER onboard planner. The 
science analysis algorithms and SCL work in a 
cooperative manner to generate new goals for 
CASPER. These goals are sent as messages on the 
software bus. 

Many aspects of autonomy are implemented 
in SCL. For example, SCL implements many 
constraint checks that are redundant with those in 
the EO-1 fault protection software. Before SCL 
sends each command to the EO-I command 
processor, it undergoes a series of constraint checks 
to ensure that it is a valid command. Any pre- 
requisite states required by the command are 



checked (such as the communications system being 
in the correct mode to accept a command). SCL 
will also veri@ that there is sufficient power so that 
the command does not trigger a low bus voltage 
condition and that there is sufficient energy in the 
battery. Using SCL to check these constraints 
(while included in the CASPER model) provides an 
additional level of safety to the autonomy flight 
software. 

7. AGENT SAFETY REQUIREMENTS 
< ,  

Because of significant concerns for spacecraft 
health, ASE implements a layered redundant 
approach to enforcing spacecraft safety. This 
means that whenever possible at every level of the 
agent architecture, redundant checks are 
implemented to enhance spacecraft safety. This 
level of redundancy is enhanced by the fact that 
each of the software levels in the ASE architecture 
is implemented by a separate set of VxWorks tasks. 

Each level of software in the ASE 
architecture is designed to operate safely in the 
presence of a malfbnction from the higher level of 
ASE software. For example, if the ASE science 
software goes haywire and requests 30 observations 
in a single orbit, the CASPER planner is designed to 
reject the unschedulable goals and only schedule a 
single observation for that orbit. If the CASPER 
planner should schedule overlapping observations 
SCL is designed to reject the contradictory 
commands. Or if CASPER should plan to acquire 
data, but omit key setup steps, SCL is designed to 
abort the observation. Likewise, if SCL sends an 
improper instrument setup sequence, the EO- 1 
flight software is designed to reject commands that 
would endanger the spacecraft. 

Each of these safeguards has been reviewed 
by EO- 1 spacecraft engineers, EO- 1 operations 
personnel, as well as ASE team members (for a 
more detailed description of the model 
development, validation, and testing process, see 
[ 171). In addition, automated code generation 
techniques were used to develop SCL state & 
resource constraint checks directly from the 
CASPER model. 
Table 2 below shows redundant safeguards 
implemented in the ASE software, EO-1 flight 
software, and ASE and EO-1 operations procedures 
as relating to two spacecraft safety constraints. As 
shown, the operations team, the CASPER planner 
(via its model), SCL (via scripts and rules), and the 

I 

EO-1 flight software (FSS) all implement 
constraints to protect the spacecraft from damage 
due to faulty commands or anomalies. In this 
manner, even if one of the layers malfunctions, the 
spacecraft may still be protected. 

One major exception to the design guideline 
of maximum separation and redundancy of software 
elements is that all of the WARP software and ASE 
software shares the same memory space. Because 
of this situation, a pointer error or over-run of a 
buffer in the ASE software could cause a software 
exception in the WARP flight software (or vice 

4 versa). Likewise ,a memory error in one ASE 
component could cause a software exception in 
another ASE component. All software exceptions, 
on the WARP r are handled by a 
software reset o M5. Thus any such 
anomaly in any re is likely to cause 
such a reset. , the version of the 
VxWorks being flown on EO-1 (5.3.1) does not 
support process (task), based memory spaces. 
VxWorks 6.0 and beyond are expected to support 
this feature. However, the most commonly used 
current version of VxWorks is 5.4.1 so this 
enhancement may not become prevalent in the near 
term. 

8. PERFORMANCE 

The ASE experiment has been constrained by the 
computing environment onboard EO- 1. Because 
the EO-1 software builds are each a single static 
image, all ASE components that dynamically 
allocated RAM required flight of their own memory 
manager. Originally SCL flew with a legacy 
memory manager previously used with SCL on the 
FUSE mission. CASPER used a separate memory 
manager adapted from JPL’s Deep Impact mission. 
However, performance from early flight tests 
indicated that the SCL memory manager was 
significantly hampering performance so SCL was 
switched to use the same memory manager as 
CASPER (but with its own heap space). Note that 
these memory managers had to not only allocate 
and de-allocate memory quickly but also not suffer 
from longer term issues such as fragmentation. 

The Vxworks priorities of the ASE software 
were determined by design guidelines but were then 
analyzed based on performance data. The very 
limited CPU onboard meant that long duration 
scenario tests in successive ground testbeds 
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followed by incremental flight tests were needed to 
ensure scaleability. 

Table 2: Redundant Safety Contraints implemented 
for two safety concerns 

Imple 
ment 
level 

Oper 
ations 

-- 

CAS 
PER 

SCL 

FSS 

Instruments overheat 
from being left on too 

long 

For each turn on 
command, look for the 

following turn off 
command, Verify that 

they are within the 
maximum separation. 

High-level activity 
decomposes into turn 

on and turn off 
activities that are with 

the maximum 
separation. 

Rules monitor the “on” 
. time and issue a turn 
off command if left on 

too long. 

Fault protection 
software will shut 

down the instrument if 
left on too long. 

Instruments 
exposed to sun 

Verify orientation of 
spacecraft during 

periods when 
instrument covers are 

open. 

Maneuvers must be 
planned at times 

when the covers are 
closed (otherwise, 

instruments are 
pointing at the earth) 

Constraints prevent 
maneuver scripts 
from executing if 
covers are open. 

Fault protection will 
safe the spacecraft if 
covers are open and 

pointing near the sun. 

In addition, both SCL and CASPER 
required that modeling and operations be influenced 
by limited onboard computing and response needs. 
For example, initially within SCL a much larger set 
of safety constraints was modeled and execution 
was designed to be much more closed loop. 
However, testbed runs and early flight tests 
indicated that telemetry delays and CPU bottlenecks 
meant that this design was delaying time-sensitive 
commands. Most importantly, instrument on-times 
were delayed (e.g. late) and too long (resulting in 
extra data acquired). The ASE team was forced to 
both streamline the code (including the memory 
manager modification) and streamline the model to 
speed execution. 

The CASPER planner is also a significant 
user of onboard CPU. When CASPER is planning 
future observations it utilizes all of the available. 
CPU and takes approximately 8 minutes of real time 

to plan each observation. The CASPER model was 
designed to operate within a minimal CPU profile - 
and as a result observations are planned with less 
flexibility. By utilizing more decompositions 
instead of subgoals and by fixing temporal offsets 
rather than retaining flexibility, search is reduced 
and response time improved at the cost of plan 
quality (in some cases). 

9. FLIGHT STATUS 

The ASE software has been steadily progressing to 
full operations with the major milestones listed 
below. We have begun full operations with flight , 

of the integrated science with autonomous planning 
and execution and are steadily increasing the tempo 
of operations. This software will continue to be 
flown until at least September 2004 and will be 
used to acquire as many science -triggered scenes 
as resources allow. I 

An additional -effort includes teaming with 
the NASA Ames Research Center to fly the 
Livingstone 2 Mode Identification and Diagnosis 
software [ 161 to be added to ASE in the June 2004 
timeframe. The Livingstone 2 experiment would 
demonstrate tracking ,of multiple fault hypotheses, a 
capability not demonstrated in the Remote Agent 
Experiment in 1999. This effort is in earlier stages 
but i s  making good progress. 

Test Description 
Onboard cloud detection 
Onboard commanding path 
CASPER ground generated 
commands executed onboard 
Software jumping and loading 
ASE autonomously acquires dark 
calibration image and performs 
downlink 
ASE autonomously acquires 
science images and performs 
downlinks 
ASE autonomously analyzes 
science data onboard and triggers 
subsequent observations 
Flight of Livingstone 2 Diagnosis 

Test Date 
March 2003 
May 2003 
July 2003 

August 2003 
October 2003 

January 2004 
- February 
2004 
April 2004 - 
September 
2004+ 
Summer 
2004 



10. CONTRIBUTION To FUTURE SPACE MISSIONS, 

RELATED WORK, AND SUMMARY 

The ASE enables demonstration of onboard science 
in an Earth-directed mission, but has direct 
relevance to a large number of deep space missions 
throughout the solar system. Specifically, the ASE 
onboard science processing has numerous 
applications to Space Science Missions. For 
example, in Europa orbiter and lander missions, 
onboard science processing could be used to 
autonomously: 

0 Monitor surface change as function of 

0 

0 

0 

changing tidal stress field 
Monitor areas of greatest tidal stresses 
Search for surface change, that is, evidence 
of recent activity 
Search for landing sites that have a high 
probability of lander survivability and where 
the crust is thin enough for deployment of a 
sub-crust submarine explorer 

J The ASE Team has identified the NASA Mars 
Program as an ideal candidate for technology 
infusion of the ASE software. We have been 
working closely with the Mars Odyssey Project to 
identify and ground test science analysis algorithms 
that could be used for discovery of high-value 
science on Mars. The goal of this work is to have a 
Mars mission infuse the ASE software into their 
baseline flight software. 

In 1999, the Remote Agent experiment 
(RAX) [13] executed for a few days onboard the 
NASA Deep Space One mission. RAX is an 
example of a classic three-tiered architecture [8], as 
is ASE. RAX demonstrated a batch onboard 
planning capability (as opposed to CASPER’s 
continuous planning) and RAX did not demonstrate 
onboard science. PROBA [ 141 is a European Space 
Agency (ESA) mission demonstrates onboard 
autonomy and launched in 2001. However, ASE 
has more of a focus on model-based autonomy than 
PROBA. 

The Three Comer Sat (3CS) University 
Nanosat mission will be using the CASPER 
onboard planning software integrated with the SCL 
ground and flight execution software [3]. The 3CS 
mission was scheduled for launch on the Space 
Shuttle in late 2003, but now is scheduled for 
launch on a Delta IV rocket July 3rd 2004. The 3CS 
autonomy software includes onboard science data 
validation, replanning, robust execution, and 

multiple model-based anomaly detection. The 3CS 
mission is considerably less complex than EO- 1 but 
still represents an important step in the integration 
and flight of onboard autonomy software. 

More recent work from NASA Ames 
Research Center is focused on building the IDEA 
planning and execution architecture [ 121. In IDEA, 
the planner and execution software are combined 
into a “reactive planner” and operate using the same 
domain model. A single planning and execution 
model can simplify validation, which is a difficult 
problem for autonomous systems. For EO-1, the 
CASPER planner and SCL executive use separate 
models. While this has the advantage of the 
flexibility of both E prscedural and declarative 
representations, a single model would be easier to 
validate. We have designed the CASPER modeling 
language to be used, by domain experts, thus not 
requiring planning experts. Our use of SCL is 
similar to the “plan runner” in IDEA but SCL 
encodes more intelligence. The EO- 1 science 
analysis software is defined as one of the 
“controlling systems” in IDEA. In the IDEA 
architecture, a communications wrapper is used to 
send messages between the agents, similar to the 
software bus in EO-1. In the description of IDEA 
there is no information about the deployment of 
IDEA to any domains, so a comparison of the 
performance or capabilities is not possible at this 
time. In many ways IDEA represents a more AI- 
centric architecture with declarative modeling at its 
core and ASE represents more of an evolutionary 
engineered solution. 

ASE was originally scheduled for flight on 
the Techsat-2 1 mission [ 181. However this mission 
was cancelled and the software was adapted for 
flight on EO-1. The principal changes from the 
Techsat-2 1 to EO- 1 are that the science payload was 
changed from a synthetic aperture radar (SAR) to a 
hyperspectral imaging device (Hyperion). This 
change requires significant alteration to the science 
targets and analysis algorithms. The basic software 
architecture and components (e.g. CASPER and 
SCL) have remained the same. This paper also 
reports on some of our experiences in getting the 
software to flight and operations. 

ASE on EO-1 demonstrates an integrated 
autonomous mission using onboard science 
analysis, replanning, and robust execution. The 
ASE performs intelligent science data selection that 
will lead to a reduction in data downlink. In 
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addition, the ASE will increase science return 
through autonomous retargeting. Demonstration of 
these capabilities onboard EO- 1 will enable 
radically different missions with significant onboard 
decision-making leading to novel science 
opportunities. The paradigm shift toward highly 
autonomous spacecraft will enable future NASA 
missions to achieve significantly greater science 
returns with reduced risk and reduced operations 
cost. 
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